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Preface 

The Space Programs Summary is a bimonthly publication that presents a review 
of engineering and scientific work performed, or managed, by the Jet Propulsion 
Laboratory for the National Aeronautics and Space Adminisuatiori during a two- 
month perid. Beginning with the 37-47 series, the Space Programs Summary is 
composed of four volumes : 

Vol. I. Flight Prefects (Unclassified) -- 

Val. 11. The Deep Space Network (Unclassified) 

Vol. 111. Supporting Research and Advanced Development (Unclassified) 

Vol. IV. Flight Projects and Supporting Research and Adwnced 
Development (Confidential) 

Approved by: 

c 

W. H. Piekering, Director / 
Jet Propulsion Laborotorp 
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I. Systems Analysis Research 
SYSTEMS DIVISION 

A. Shadow Equation for a Satellite, J. Lorell 

1. Introduction 

This article discusses computation procedures for find- 
ing the shadow entry and exit angles for an artificial satel- 
lite of the moon. The results are also applicable to 
satellites of earth or the planets. To determine whether 
a given position in space is in sunlight or in shadow is 
relatively simple; however, the edges of the shadow, i.e., 
intersection points of an elliptic orbit with a cylindrical 
shadow, are not so directly computable. 

The difficulty lies in the fact that a fourth-degree 
algebraic equation nust be solved. The roots of such 
equations may be written down immediately using 
Ferrari's (Cardan's) fonnula, but the result involves the 
cube roots of complex numbers-even when the solutions 
are real. 

R. P. Yeremenko (Ref. 1) solves the problem using 
Ferrari's formula, in spite of the inconvenience of the 
complex numbers. Another approach, taken by A. A. 
Karytevn (Ref. 2), first solves the problem for a circular 
orbit, and then treats the low eccentricity orbit as a 
perturbation. 

In this article, a third approach is presented, viz., the 
use of an iterative, or search procedure. This method is 
particularly useful when shadow conditions are required 

for each of a sequence of orbits. The fact that orbit 
precession and shadow rotation produce only slowly 
changing values of the entry and exit angles is used to 
advantage. 

2. Shadow Geometry 

Consider the geometry associated with a lunar satellite 
and its intersections with the moon's shadow. In Fig. 1, 
the x--y pIane is the plane of the satellite orbit, labelled 
SAT, which is assumed to be an ellipse with one focus 
at the center of the moon, 0. 

Fig. 1. Configuration in plane of satellite orbit 
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The orbit plane must intersect the m n ' s  shadow 
(assumed to be bounded by a halfcircular-cylinder ema- 
nating from the moon) in a semi-ellipse with center at 0 
and major axis along x. This shadow ellipse (labelled 
SHAD) is also shown in Fig. 1. Only the shaded portion 
represents shadow. Note that point 0 is simultaneously 
the center of the shadow ellipse and the focus of the 
orbit ellipse. 

The SAT may intersect SHAD at as many as four 
points, although only two of these, at most, can be on 
the shadow side, Let these be labelled El and E,, such 
that the satellite exits the shadow at El and enters at E2. 
Of muse, El and E, may either coincide (tangency of 
ellipses) or there may be no intersection on the shadow 
side (satellite always in the sun). The latter case is of no 
concern to the present discussion. 

If we let Eo be the poht of orbit crossing the shadow 
side of the x-axis, there are several possibilities which 
may be listed as follows: 

(1) E, is in shadow. In this case, E, and E ,  exist and 
are on opposite sides of Eo. 

(2) Eo is in sun and there are no intersection points, El 
and E,. In this case, the satellite is always in the 
sun. 

(3) Eo is in sun and there is one intersection point, 
E z  = El. Here, also, the satellite is always in sun. 

(4) Eo is on the shadow-sun boundary, and hence coin- 
cides with either El or E, or both. 

(5) E, is in the sun and there are two intersection 
points, El and E,. This is the case illustrated in 
Fig. 1. Here, both E ,  and E, are on the same side 
of Eo. 

The problem is to specify an algorithm, appropriate 
for computer use, to determine El and E,. 

3. Derivation of Shadow Equation 

R. W. Bryant (Ref. 3) introduces the shadow equation 
in terms of eccentric anomaly, E 

The values of B satisfying Eq. (1) correspond to positions 
of the satellite on the shadow-sun boundary. When 
F(E) > 0, the satellite is in sun; when F(E) < 0, the 
satellite is in shade. 

As shown in Fig. 2, the derivation of the shadaw equa- 
tion is straightforward. In Fig. 2, coordinate axes are 
shown in the plane parallel to the moon-sun line. The 
unit vector in the direction of pericenter is P, Q is a unit 
vector in the direction with 90 deg true anomaly, and R 
(not shown) is an out-of-plane vector completing a right- 
handed system. The unit vector u is in the moon-sun 
direction, while r is the radius vector from the moon- 
center to the satellite. 

SAT 

Fig. 2. Coordinate system for shadow equation 

Consider an arbitrary satellite position r, on the shadow 
border. The projection of r in the shadow direction 
(along u) is given by (u r)u. On the other hand, this 
same quantity may be obtained geometrically as 
- ( f 2  - p2)&* u (see Fig. 2). The negative sign is required 
since we have specified shadow side. Hence, it follows 
that 

Then Eq. (1) follows from Eq. (2) and the standard 
relations for an elliptic orbit 

and 

The significance of F(E) is easily inferred from Fig. 3, 
which is an edge-on view of the orbit. Consider any 
point 4 on the orbit in the sun, and pass a circle, center 0, 
through 8 intersecting the shadow at 8'. Then 
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Fig.3. Configuration in plane serpendicular to satellite 
orbit and containing moon-sun line 

Hence, F(E) > 0 when the sateliite is in the sun [see 
Eq. (2)]  and F(E) < 0 when it is in the shade. 

4. Shadow Computation Algorithm 

The computation starts with Eo [the value of the 
eccentric anomaly on the +x-axis crossing (Fig. I)] and 
proceeds as a search llsing small increments in E. The 
search may require marly trials for the Yrst orbit; how- 
ever, for successive orbits, the nui-iber of trials is minimal 
since the search can start with the previous value of El 
or E, instead of with Eo. 

It is convenient to consider three regimes as follows: 

(1) F(Eo) < 0. 

(2) 0 5 F(Eo) < K .  

(3) K < F(Eo). 

where K is a constant to be computed by Eq. (6). 

In regime (I), the satellite is in shadow at Eo, and the 
search procedure 1s followed as given. In regime (3), 
the sa!.>llite is always in the sun, and no search is needed. 
If regime $2) occurs, the satellite mxy or may not be 
always in the sun. In either w.se, a search for E, and E, 
must be follcwed. However, it oeed ody proceed in one 
direction from E, since, if they exist, both El and E, 
are on the same side of Ea. To Jetennine the directi~n, 
note whether E, is less than or greater than 180 deg and: 

(1) If 0 < Eo < 180 deg, then both 0 < El < E, and 
0 I E, < E,. 

(2) If 180 deg < Eo < 360 deg, then both Eo < El < 
360 deg and E < E, 2 360 deg. 

(3) If Eo - 0 deg or Eo = 180 deg, then the satellite 
is always in sun.' 

The search can be lin~ited by noting (1) that it need not 
be pilrsued pas: pericenter and (2), since the change in 
true anomaIy from E, to El or E, can not exceed 90 deg, 
the search on E can be limited to a span of slightly nore 
than 90 deg (say 100 deg) for practical purposes. 

It xemains only to determine a value for K. 

5. Value of the Constant K 

We shall show that when K is appropriately defined 
[see Eq. (12)], then K may be computed by the formula 

where 

Ru = radius of moon 

This value of K corresponds to tangency of SHAD with 
the line connecting E, and the closest point of intersec- 
tion of the orbit and the y-axis. In Fig. 4, the points 
r,, Xah, and the distance aK between x s h  and E,, are 
identified. To derive Eq. (6), it is sufficient to solve 

'Implicit in our argument is the assumption that only one shadow 
region can occur. Thi is intuitively obvious, but not too easily 
shown mathematically. 

Fig. 4. Satellite orbit satisfying sufficiency criterion 
for satellite always in sun 
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algebraically for the intersection of the line r, E, and 
SHAD, and then require tangency. Thus2 

SHAD: x2 ?I2 -+--?-=I 
~ : n  R r  

Lliminate y to obtain the quadratic in y 

whose discriminant is 

which must vanish for tangency. Solving for EoT (value 
Eo for tangency) 

Then Eq. (6) follows from Eq. ( l l) ,  and the definition 
of K is 

'Using the symbol E, to represent the length of OE.. 
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6. A Consistent Ephemeris of the Major Planets 
in the Solar System, 
W. G. Melbourne and D. A. O'Handley 

1. Introduction 

The system of computer programs known as the solar 
system data-processing system (SSDPS) has been used 

to compute a consistent ephemeris of the major planets 
that has been fit in a weighted least-squares sense to both 
optical and radar-time-delay observations of the planets. 
The SSDPS has been described fully in SPS 37-49, 
Vol. 111, pp. 1-14. This ephemeris has been adopted for 
the planetary ephemerides contained in developmental 
ephemeris (DE) 40. Although the developmental ephe- 
merides are continually being updated by the pro- 
cessing of new or refined data, or by the improvement of 
the mathematical model used in the data processing, 
DE 40, nevertheless, represents something of a milestone 
in the ephemeris development activity. For tb' ,IS reason, 
a brief summary of the data processing, and the resulting 
ephemeris, is presented here. 

Until 1967, the planetary ephemeris tape system at 
JPL was obtained from least-squares fits to source ephe- 
merides based on planetary theories fit to meridian circle 
observations of the sun and the planets (Refs. 1 and 2). 
In early 1967, ephemerides of Venus and the earth-moon 
barycenter were produced that had been fit to both 
1950-1966 U.S. Naval Observatory meridian-circle obser- 
vations and planetary radar range and doppler observa- 
tions of Venus taken over the period 1961 to 1966. The 
best example of this series is DE 24= which was used in 
the Matiner V operations. These ephemerides were ob- 
tained with the "phase In system of programs. These 
included an orbit dctennination system used in early 
work on the deterniination of the astronomical unit (AU) 
and the radius of Venus (Ref. 3), but modified to include 
optical data. The path generation for the phase I system 
was the PLOD I1 system (Ref. 4). Although intended to 
be valid only over a relatively short arc, DE 24, never- 
theless, represented an improvement of between one and 
two orders of magnitude in accuracy over previous 
ephemerides. The phase I1 program development activ- 
ity, begun in late 1966, has led to the current version of 
the SSDPS. 

2. Data Set 

The optical data set used in DE 40 is presented in 
Table 1. These are all the meridian observations from 
the &in. transit circle of the U.S. Naval Observatory over 
the interval 1949-1967. This set of observations differs t 

from those reported in SPS 37-48, Vol. 111, pp. 8-9 
primarily by the data taken between 1968.1967. 

1 

The planetary radar data have been taken since 1961. 
Initially, the data type was doppler, and, beginning in 4 

'Lawn, C.  L., Annourn- of JPL Deoelopmen~cll Ephemeris 
No. 24, Apr. 1987 (JPL internal document). 
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Table 1. DE 40 optical data set observations 

1964, both doppler and range were obtained. The four 
sources of thls planetary range data have been Arecibo 
Ionospheric Observatory in Puerto Ria ,  Haystack and 
Millstone Hill sites, and the Venus DSS (SPS 37-48, 
Vol. 111, pp. 8-9). The usable data (in the sense of accu- 
racy), cover the perid from 1964 onwards. This set of 
planetary range data is given in Table 2. 

Pimd 

Sun 
Morcury 
Venus 
Mars 
~upihr  
Sotltrn 
Umnus 
Neptune 

Table 2. Planetary range data 

No. of obsewotlonr 

2136 
553 

1165 
243' 
348 
338 
330 
325 

.This  umber dom not include the s.( of obunotions compiled by CIbmemcb for 
his thwy of Man. 

An additional discussion of these data appears in 
SPS 37-48, Vol. 111, pp. 8-9. The total of the Venus DSS 
set is radically changed from that of Table 1. The values 
given in TabIe 1 referred to the uncompressed data. The 
full discussion of these data appears in Ref. 5. In addi- 
tion, the total includes 15 time-delay measurements of 
Venus obtained by D. A. 0'Handley4 at the Venus DSS 
during July-October 1967 inferior conjunction. 

Because of advances in radar technology involving 
larger antennas, irxreased transmitter power levels, and 
improved data reduction techniques, the precisicn of the 
time-delay measurements has improved by an order of 
magnitude over the 1964-1967 period, i.e., a typical stand- 
ard deviation of a 1964 Venus time-delay measurement 
is in the 2050 ps range, while a 1967 inferior conjunction 

Period 

Apr. 19M-Aug. 1967 
Mar. 196COct. 1967 
July 1967-Sept. 1967 
Aug. 1967-Oct.1967 
May !9644ct. 1967 
Nov. 1964-June 1965 
Apr. 1967-junc 1967 

'O'Handley, D. A,, RecoMhrctfon of JPL Radar-Range of Venw- 
29 Jdg, 1987 to 27 October, 1967, (JPL internal docume'~t). 

Soune 

Arecim 
Arecibo 
Haystack 
Millstone 
Venus DSS 
Arc-i,b 

Hoystcck 

Planet 

Mercury 
Venus 

Mars 

. 

measurement lies in the 3-5 ps range. Current Mercury 
.-i observations are precise to about 10 ps and the 10 normal 

points for Mars, based on the 1967 Haystack observa- 
tions, are of similar quality. On the other hand, the 
precision of a radar doppler iaeaslirement is about 1 Hz. 
A simple calculation will show that for a typl-a1 orbital 
parameter, a precision doppler of 1 Hz is equivalent 
to a precision of about los ps in a time-delay measure- 
ment. Further, doppler does not provide information 
about planetary radii. For these reasons, doppler infor- 
mation, although extremely valuable in the radar data 
reduction process and in the study of planetary topog- 
raphy and surface characteristics, is not presently used in 
ephemeris development. 

No. of 
obrewotions 

is1 
.81 
35 
99 

281 
39 
10 

Special mention should be made of the 10 high- 
precision, time-delay normal points of Mars taken during 
the April-June, 1967 period at the Haystack facility. Each 
point corresponds to the observations taken in one night. 
The 10 observation nights are spread over the 2-month 
period at weekly intervals. During an observation session, 
the planet rotates under the radar beam, and the half- 
power width of the return beam covers about 200 km on 
the Martian surface. Consequently, topographic features 
on Mars are observed to move through the return radar 
beam giving variations in time delay with a magnitude 
of up to 100 ps. The regions on Mars observed on suc- 
cessive nights partially overlap, ax-id, during the %month 
period, a strip covering ths entire 360 deg of longitude 
was observed. Because of this overlap, it is possible to 
determine the relative altitude, on every observation 
night, of any point on this ,strip. A reference point was 
chosen that was close to representing a mean alti.~de 
with respect to the t~pographic variations; it is the range 
to this reference point that is given in the data set f ~ r  the 
10 observing sessbn~.~ 

3. Parameter Set 

The conditional equations were formed from the resid- 
uals constructed from the observations and the pre- 
dicted observations (observed minus computed) based 
on DE 35. The DE 35 was generated from the N-body 
integraior in SSDPS using an up-to-date set of planetary 
masses (SPS 37-15, Vol. IV, p. 17) that incorporates the 
mass determinations by radio tracking data from space- 
craft, The initial conditions of DE 35 were based on a 
least-squares St to an earlier JPL ephemeris (DE 26) 
in order to minimize the secdar effects resulting from 
adopting a new set of planetary masses significantly 
different, in some cases, from the IAU set used previously. 
The planetary masses in DE 40 are the same as in DE 35. 

'Private communication from G. H. Pettengill (Apr. 2, 1968). i 
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The orbital coefficients of the conditional equations con- 
structed from DE 35 are basically the osculating Set I11 
elements of D. Brouwer and G. M. Cleinence (Ref. 6) at 
the epoch JD 2440800.5. 

The simultaneous incorporation of optical and range 
observations in a single solution for all the planets, with 
the except;on of Pluto, has not been accomplished pre- 
viously. It therefore became necessary to examine the 
parameters that could be solved for ill light of the limited 
data set currently available. 

With range data alone, a 21-parameter solution for 
Mercury, Venus, and Mars gave a solction in which the 
parameters were reasonably determined (see Table 3). 
The first 6 rows of Table 3 correspond to the Set I11 
orbital parameters in Ref. 6. 

Table 3. Paramelsr determination using range dot: 

Several comments should be made with regard to this 
set of parameters. With radar data only, it is necessary 
to limit the parameter set to those parameters thzt are 
sensitive to time-delay measurements. Consequently, the 
parameters defining the orientation of the orbit of the 
earth relative to the astronomical light ascension and 
declination coordinate system were not adjusted. Everi 
with a well-distributed data set, solving for the semimajor ' 

(. axis of the orbits of these planets simultaneously leads, 
in the pure radar solution, to a near singular normal 
matrix. The dominant signature in the time-delay observ- 
able resulting from adjusting the semimajor axis is due 
to the change in the mean motion of the planet rather 
than the direct effect of the change in the semimajor axis 
itself. The orbits of Venus and the earth are nearly 
coplanar and circular; therefore a change in the mean 
motion of Venus is almost indistinguishable from a 
corresponding negative change in the mean motion of 
the earth. In the radar-only solution, the semimajor axis + of the earth-mom barycenter is used because it gives a 
slightly better fit in the least-squares sense, and because 
it has the we;zht of all the range observations. 

The radar data for Mars are too scant and not well 
enough distributed to give good determination of the 
quantities hp, ~ q ,  and a/a. The quantities h p  and Aq 
are rotations of the orbit plane about orthogonal axes 
embedded in thk. arbit plane, and cause displacements 
of the planet perpendicula~ to its orbit plane. Since the 
inclination of the orbit plane of Mars to the ecliptic is 
only 1.9 deg, these two out-of-plane quantities are in 
excess of an order of magnitude more difficult to deter- 
mine than the in-plane quantities, even with an optimally 
distributed data set. The high-precision Haystack points,' 
couplr-d with the relatively low-precision 1964 Arecibo 
data, are not sufficient to obtain a definitive value for the 
mean motion quantity Ada.  

Mercury 

A1 

AP 
A 9  
oAr 
Ae 
Aa/a 
Radius 
AU 

With the inclusion of optical data for all the major 
planets, with the exception of Pluto, an expanded param- 
eter set is used. This set consists of 56 unknowns as 
follows: 

Earth+oon 

- 
- 
- 
o Ar 
Ae 

A d o  
- 
- 

Venus 

A1 

AP 
Aq 
eAr 
A* 
- 
Radius 
- 

(1) Six elements of 7 planets. 
Mars 

A1 
- 
- 
eAr 
Ae 

Radius 
- 

(2) Six elements of the earth-moon barycenter. 

(3) Four limb corrections, right ascension, and declina- 
tion of Mercury and Venus. 

(4) Three radii (Mercury, Venus, and Mars), 

(5 )  One AU. 

The 18-yr span of this data does not permit a definitive 
set of corrections for the outer planets. Including the 
Aa/a parameters of tile outer planets is somewhat ambi- 
tious for this data set; however, this parameter set gave 
corrections for each planet that diminished or removed 
the secular trends in the residuals published by the 
U.S. Naval Observatory from transit circle observations. 

Two solutions were made in order to arrive at the 
current ephemeris. Initiall.~, a solution that utilized both 
the optical and radar-range conditional equations was 
made. The motivation here was to allow the optical data 
set to determine those quantities that are sensitive only 
to the optical data, but simultaneously using the range 
data to anchor the range sensitive parameters. The rank 
52 solution from an Eigenvalue-Eigenvector analysis6 of 
the 56-parameter set was chosen because the correction 
to Ap and hq of the earth stabilized at a value which is 
in agreement with the known error in these quantities. 
For solutions of rank greater than 52, the normal matrix 

'Lawson, C. L., Eigenualue-Eigenoector A d d s  for SSDPS, 
Jan. 17, 1868 ( JPL intern1 document). 
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is too near singular and causes significant instability in 
these and other parameters. The resulting ephemeris is 
DE 39. 

At this point, the optical data have provided the ref- 
erence frame to which the relative measurements of range 
can be evaluated. The radar data was felt to be a much 
more accurate source of information for those parameters 
best solved for by this type of data. It was suspected that 
this data type would be degraded when used simul- 
taneously with optical data. For this reason, an iteration 
was made on this solution using the range observations 
alone. The range data were compared against DE 39 and 
corrections to this ephemeris were calculated based upon 
the 21-parameter radar set described in Subsection 3. 
None of the 21 corrections obtained was statistically 
significant when cc?-lpared to its formal standard devia- 
tion; nevertheless, they were applied fnr reasons of con- 
sistency. The ephemeris generated by applying these 
corrections is called DE 40. 

The values of the constants to be used with DE 40 are 
as follows7: 

(1) AU = 149,597,895.8. 
(2) Radius of Mercury = 2437.3. 
(3) Radius of Venlis = 6055.8. 
(4) Radius of Mars = 3375.3. 

The values of the AU and the radii of Mercury and Venus 
given hgre are essentially in agreement with those found 
by the MIT group (Ref. 7). The value of the radius of 
hlars, however, is weakly determined (see Subsection 5) 
because of the poor distribution of radar points; the best 
value available at this time is the Mariner IV occultatiorl 
experiment value of 3393 + 4 (SPS 37-43, Vol. IV, p, 7). 

5. Standard Deviations 

The subject of the relative sigmas of each data type 
present in the solution was consid~red. The optical data 
were given the following sigmas: 

(1) Right ascension .= l!'O/cos 6. 

(2) Declinatiou = 1!'0. 

The range data were given the standard deviation 
assigned by the respective observers. 

The covariance matrix resulting from the optical and 
range data may be used to obtain both formal standard 

'In converting frorn 'light-seconds" to kilometers, the velocity of 
light is taken to be exactly the IAU value of 299,792.5 km/s. 

deviations of the estimated parameters and the cor- 
relations among them. Table 4 gives the formal standard 
deviations of the 24 orbital panmeters of the inner 
planets, the three planetary radii, and the astronomical 
unit. The units of the standard deviations are arc seconds 
except for the radii and the AU which are in kilometers. 

Table 4. Standard deviations of orbital parameters, 
planetary radii, and AU 

The formal standard deviations e-xhibit the-r usual 
degree of optimism. The reader, therefore, should bc 
aware that they do not account for either possible sys- 
tematic error factors in the data or unmodelled param- 
eters in the mathematical model. The correlation matrix, 
although not shown here, verifies that high correlations 
exist among the mean longitude parameters (AL), and the 
mean motion parameters (ha/a). With this exception, the 
problem is well-conditioned. 

In spite of known biases in the optical data related to 
limb corrections, there is some encouraging evidence of 
consistency between the optical and radar data. For 
example, the corrections from an optical solution alone 
to the orientation of the orbit plane of Venus relative to 
the ecliptic are found to agree with the values obtained 
in a ?ure radar solution. The radar data also exhibit a 
degree of internal consistency. For example, the cor- 
rections to eAr and Ae of the earth from processing 
Mercury range data alone are the same as those obtained 
when only Venus ranging data are processed. 

I 
Data type 

'ius 

The standard deviations for AL, Ap, ~ q ,  and aa/a are 
an order of magnitude smaller in the 21-parameter pure 
radar solution. This is due to the precision of the radar 
measurements and the fact that these parameters become 
relative quantities for which radar obtains extremely 
powerful solutions. The reader can easily verify with a 
simple model consisting of circular coplanar orbits, that 
a set of one-hundred quality range points, well 
distributed, enables one to determine the longitude of 

Earth-Moon 

0.031 
0.018 
0.019 
0.0007 
0.0004 
0.0002 
- 
- 
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Mars 

0.032 
0.030 
0.031 
0.W 
0.007 
0.0006 
7.0 
- 

Mercury 

0.031 
0.023 
0.022 
0.005 
0.002 
0.00007 
1 .O 
0.27 

Venus 

0.031 
0.01 9 
0.019 
0.0006 
O.MX)5 
0.0001 
0.2 
- 



Vc, . s relative to the longitude of tCe earth to about (Y.'002. analysis gives a correction to the relative mean motion 
Furthermore, additional error analyses show that with of Venus of + 1'!2/100 yr. 
only 3 years of ranging to Venus, the mean motion of 
Venus relative to the mean motion of the earth is deter- 
mined with a precision (formal) of 0'!1/100 yr. It has 6. Residuals 

been known for several years that the relative longitude The rar~ge residuals for Mercury, Venus, and Mars are 
of Venus required a correction ranging between +(X'S shown in Figs 5-9. The residuals of Mercury are shown 
and +1'!0. This is, most likely, an accumulated effect in Fig. 5 based on an ephemeris (contained in DE 35) 
due to an error in relative mean motion; the current which closely matches the Newcomb ephemeris (Ref. 2). 

0 ZOO 400 600 BOO 1200 14CC 

doys AFTER JD 243 8400 

Fig. 5. Mercury residuals based on DE 35 ephemeris and DE 40 AU and radius 
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days AFTER JD 243 8400 

Fig. 6. Improvement in Mercury residuals resulting from DE 40 
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PRECIBO IONOSPHERIC 
OBSERVATORY DATA 

HAYSTACK DATA 
. ,SLN LABORATORY 

MILLSTONE DATA 

doys AFTER JD 243 8400 

Fig. 7. Residuels of all available Venus ranging data obtained from DE 40 
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Fig. 8. Mar3 residuals compared to DE 35 

$ 

i JPL SPACE PROGRAMS SUMMARY 37-51, VOL. Ill 



days AFTER JD 243 8600 

Fig. 9. DL 40 residuals for Mars 
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In this figure, the AU and radius from DE 40 were used. 
The improvement in residuals resulting from DE 40 is 
shown in Fig. 6. All of the range data show1 here were 
taken at the Arecib.~ Ionospheric Observatory. The 
residuals of all available Venus ranging data obtained 
from DE 40 arc shown in Fig. 7. 

The tremendous ir~;prr)vement of radar techniques over 
the perod 1964-1967 is shown in all of the figures after 
solution. An as yet unexplained anomaly in the residuals 
of the 1965-1966 ranging period is shown in Fig. 7. 
The fact that the radar-range residual5 from both JPL 
and Millstone show this anomaly independently estab- 
lishes that it is not due to an instrumentation effect. 
Current conjecture is that it is due to second-order effects 
of fixed parameters. 

The residuals from ranging Mars, when compared to 
DE 35, are shown (Fig. 8) to have very large trends. The 
Mars ephemeris in DE 35 closely fits Clemence's second- 
order theory 3f liars used as a source ephemeris for 
UE 19 (Ref. 2). The DE 40 residuals for Mars are 
shown in Flg. 9. 

DE 40 should not be considered the final "best" ephe- 
meris. Tlie lunar ephemzris incorporated into this 
ephemeris is LE 4. There is a new version DE 43 which 
has LE 6 on it. Certain problems with the 1967 Venus 
radar-range data, from the Arecibo Ionospheric Observ- 
atory, lead to the conclusion that another soluhon should 
be made. There is, at present, new data on Mercury and 
Venus, and some revised data over other periods to be 
added. A few data points should be edited. Finally, the 
SSDPS is a rather complex and evolving system mntain- 
i ~ g  over 150 subroutir~es and about 200,000 words of 
machine-level instructions. The possibility of subtle 
errors irr this system is not unlikely, and efforts are con- 
tinuing to validate the current working version. 
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C. Correction of the Lunar Orbit Using Analytic 
Partial Derivatives, J. D. Mulhollmd 

As reported in an earlier article (SPS 17-49, Vol. 111, 
pp. 21-23), work is underway on the numerical inte- 
gration of the lunar ephemeris. The primary difficulty 
in such an undertaking lies in the formulation of the 
differential correction process-not a trivial process for 
such a highly perturbed object. 

In order for a differential correction process to work, 
it is necessary that the vector p (v , ) ,  whose first variation 
is represented by the left-hand side of the conditional 
equation (SPS 37-50, Vol. 111, pp. 50-53), be a reasonably 
close approximation to the real motion over the correction 
arc.' As a result of recent efforts, it is now known thct 
Keplerian or Hansen-type approxiinations are not ade- 
quate for the correction of the lunar orbit for arcs of 
5 years. What is required is some formulation of the 
conditional equations that conforms rather closel~ with 
the motion that is being used as the "observations," in 
this case Iunar ephemeris (LE) 6. Three ways in which 
this might be accomplished are as follows: 

(1) Integration of the variational equations. 

(2) Construction of finite difference quotients, 

(3) Derivation of high-accuracy analytic partial de- 
rivatives. 

All three means are being investigated and compared. 

Integration of the variational equations represents the 
most accurate and the most rigorously correct of the 
possible approaches. If done properly, the conditional 
equations would represent the correct first variation of 
the computed state vector. This process, however, re- 
quires large amounts of computer time and, for this 
reason, does not seem promising. 

Finite difference quotients a:? approximations of the 
integrals of the variational equations. They are formed 

This is an intentionally ambiguous statement, becau ,e this quali- 
tatively true statement can only be given a quantitative meaning in 
terms of the specific problem of interest. 
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by making a series of computations, varying one element 
at a time, and computing the differential effects Ap/Arli. 
Thus, 13 orbit integrations are required, rather than one. 
Again, this is an expensive process. 

$: { x ,  y, r ,  i, 0, i )  (ecliptic) 

where r = Q -t w + go, and all other symbols have their 
usuaI meanings. 

The use of analytic partials would appear to be very 
desirable if they can be made to provide an adequate 
representation of the perturbed motion. This will be 
assured if thev are derived directly from the Lunar 
Theory; they will then represent the correct first variation 
of the observed motion-the Lunar Theory itself. Unfor- 
tunately, there is no simple correspondence between the 
parameters of the Lunar Theory and the set of elements 
to be corrected, the Brouwer dnd Clemence Set I11 pa- 
rameters (Ref. l). Define the following sets or' parameters: 

The difficulty lies in the circumstance that the PLOD 11 
differential correction treats the orbit elements K, osculat- 
ing at the epoch, while the Lunar Theory is developed 
in terms of the mean elements KO. Thus, it is necessary to 
form the conditional equations according to the matrix 
relation 

The factor [&/2~,] is obtainable directly from the theory, 
while the factor [~K,/;?III] is strictly geometric and is 
readily shown to be the matrix 

SK: {A€, Ai, AR, Acu, Ada, he) 

8111: {ago + Ar,, Ap, Aq, eAr,, ha/a, AR) 

sin w - COS w 
(1-cosi) - (1-cosi) 

sin i sin t 

- sin w cos w 

sin w - 
sin i 

COS 0 

sin i 

sin -- cos w - -- 
tan i tan i 
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U'hat, however, is the relationship between the mcan 
elements and the elements osculating at epoch? Recalling 
that the [a$/!/a~,,] are available, one may write 

where $evaluated at the epoch is denoted Since K, and 
r ,  are each sets of 6 linearly independent oarameters, then 
the inverse exists and 

To find the formulation of one may write 

The matrix is readily founc! from geometric re- 
lations and will not be given here. The problem finally 
comes down to the computation of [2~,/2$] = [$,/&,:-'. 
A relatively simple approach to this is to define the rec- 
tangular state vector f l  in orbit-fixed coordinates 

a(cos E - r , )  

a(1-e2)" sin E 

0 {a = 
- nu sin E/(l- e cos E) 

I + na(1- e2)" cos E/(1- e cos E) 

\ 0 

If the mztrix An(n) is used to effect a rotation about the 
k-axis Chrough the angle a, then 

Define the matrix 

Then the columns of [a;/!/a~,] are given by 

where H and K are as defined previously (SPS 37-50. 
Vol. 111, pp. 5053). 

The application of these relations would be as follows: 
At the beginning of the differential correction process, 
it is necessary to form the matrix 

At every subsequent time point at which conditional 
equations are required, one need only form the matrix 
product 

h 

d = [El [C] (8111) 

where (6111) is the vector of unknown increments that 
the solution is expected to determine. 

It is expected that this approach will be mort: eco- 
nomical of computer time by a factor of 3 tr: 6 over the 
~ i h e r  methods of computing accurate partial derivatives. 
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D. Bayesian Estimation Based on the 
Gram-Charlier Expansion, W. Kizner 

1. Introduction 
;r 

In previous articles (SPS 37-49, Vol. 111, pp. 23-31, and 
SPS 37-50, Vol. 111, pp. 20-22), the author discussed a 
method that uses a numerical approximation to find the sr 
coefficients of a Hermite series expansion (used in non- 
linear estimation). This article shows that an approxi- $ 
mation based on the Gram-Charlier expansion may be 
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optimal in cases :vhere ::il that is desired is the condi- Then 
tional mean of the distribution, and the distribution is, 
approximately, gaussian. As is well known, this is desirable m 

with quadratic loss functions. 1: +.(x) exp (5) dx = 2% W: 4 (2'. 6 ; )  
I = I  

(4) 
2. A Numerical Approximation of the Gram-Charlier 

Expansion If we approximate p(x )  by 
Let x be a scalar and assume that all the moments of 

the probability density function p(x )  exist. Then p(x )  may 
be represented by the Gram-Charlier expansion 

p(x )  = exp ($1 wk ( x )  

Then substituting Eq. (5) into Eq. ( l b ) ,  and using 
P ( X )  z=z - exp (+) [E ' n  Hen (')I ( l a )  E ~ .  (4, \\re arrive at (274% n = 0 

2% "1 

an +[: ~ ( x )  Hen(x)  d x  (lb) a n  2 a m  = ~ C w f '  P (2"' 6;) exp [(t:')2] H e m  (2h 6:) 
1 = 1  

Here H e n ( x )  is the Hermite polynomial of nth degree 
(6) 

and can be defined by Let 

Heo(x )  = 1,  H e 1 ( x )  = x p y x )  = - exp (9) [ E' a; Hen ( x ) ]  (%) 'A $1 = o 

Hen+, (x )  E x H e , ( x )  - n i l e n - ,  ( x )  (2) (7) 

It  is known that these polynomials are mutually orthog- Then it can be d-~own (as previously! that pm(xi coincides 
onal with respect to the weight function exp(-x2/2). The with ~ ( x )  at the m poillts 9'" [P, i = 1,5 ..., m which are 
fact that the area of p(x )  is one implies that a ,  is one. the zeroes of Hem(+  Also as before, we are led to believe 

that whenever Eq. ( l h )  exists as a Riemann integral 

To find a numerical approximation for a n  without 
having to evaluate the integral in Eq. ( I b )  analytically, 
one proceeds as follows: 

Iim a: = a .  
m -  g 

For a k dimensional distribution, the procedure is 
~ n ( [ )  be a degree n Or less. Applying to the case for the He-mite functions. 

the theorem of Gauss and Jacobi 

00 3. The Convergence of the Gram-Charlier Expansion 
df) ~ X P  ( - t 2 )  d t = 2 W: r. ( [J  

i - 1  
( 3 )  

The reason for employing this expansion is as follows: 

where em - 1 n, and the w1 and t: are weights and Theorem. Assume that p(x )  is given exactly as a cam- 

nodes for gaussian quadrature. They are tabulated for bination 

the weight function exp (-8"; the nodes correspond to 
the zeroes of I l , (x) .  Let 6 = x/2". Then Eq. ( 3 )  becomes e, (q) [f at Hei  ( x ) ]  
equal to I = O  

Define a new nth degree polynomial by 

Then the 
of p(x) at 
up to the 

approximation given in Eq. (7), using the values 
n points, is exact as far as the area and moments 
(n - 1)th order. 

Proof. Since this method is an interpolation using the 
zeroes of He&), the result will be exact as far as the first 
n coefficients go (a,,, a,, . . a ,  an-,). These determine the 
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area (if the distribution is not normalized) and the Checks on the convergence of this method are given 
first n - 1 moments. in Table 5. These may be compared with the results in 

SPS 37-49, Vol. 111, pp. 23-31, using the Hermite expan- 
Thus, if the distribution can be accurately approxi- sion. It will be seen that the first 2 moments (when they 

mated by an expression of the form Eq. (S), then this exist) are given more accurately by this procedure, but 
method should allow one to calculate the moments with the approximation does not generally converge uni- 
great accuracy. formly or in the mean-square sense. 

Table 5. Convergence of Gram-Charlier approximati~n 
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Name of 
distribution 

Unknown phose 

angle 

Couchy distribution 

Normalized student 
t distribution, v = 3 

Normalized rrudent 
f distribution, v = 20 

k a l e  
factor 

1 

1 

3% 

1.0540 

M a n  

0.03834 
0.01 270 
0.03808 
0.0381 8 
0.0383C 
0.03834 
0.03834 
0.03834 
0.03834 
0.03834 
0.03834 
0.03834 

- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

0 
0 

1% norm 

of error 

0.00000 
0.00637 
0.00926 
0.00073 
0.00026 
0.00056 
0.0001 2 
0.00003 
0.00005 
0.00002 
0.00001 
0.00000 

0.1 5407 
0.14425 
0.1 3492 
0.08738 
0.1 2698 
0.10223 
0.31 294 
0.12124 
0.86881 
3.06090 

11.80041 
49.40664 
0.102X 10' 
0.204 X 10" 
0.250X 10" 

0.23799 
0.1 2301 
0.1 8303 
0.08198 
0.1 1766 
0.06892 
0.1 2469 
0.04485 
0.03654 
0.22953 
0.50863 
2.02287 
0.294X 19" 

0.01 803 
0.00974 

Variance 

1 .O0607 
not defined 

1.00046 
1 .00405 
1 .OW00 
1 .OW04 
1 .O0606 
1 .00607 
1 .00607 
1 .00607 
1 .00607 
1.00607 

- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

not defined 

0.36854 
0.86082 
0.5581 1 
0.82206 
0.6631 5 
0.81389 
0.72590 
0.81 655 
0.8231 1 
0.83084 
0.83861 
0.90469 

not defined 

0.92257 

1, norm 

of error 

0.00000 
0.00436 
0.00724 
0.00052 
0.00020 
0.00049 
0.00010 
0.03003 
0.06005 
0.00302 
0.00001 
0.00000 

0.09913 
0.09250 
0.09066 
0.05555 
0.1 1324 
0.06921 
0.23133 
0.03026 
0.76146 
2.59333 

10.21 137 
42.8682 
0.895 X 1 o' 
0.1 83X 10" 
0.22 X l0 l1  

0.23768 
0.1 1172 
0.20991 
0.06813 
0.14354 
0.05695 
0.14404 
0.03975 
0.04593 
0.22499 
0.41463 
1 77571 
0.263X 101' 

0.01 636 
0.00657 

No. of 
inter- 

polation 

points 

72 
2 
3 
4 
5 
6 
7 
8 
9 

10 
12 
14 

2 
3 
4 
5 
6 
7 
8 
9 

10 
12 
14 
16 
20 
40 
48 

2 
3 
4 
5 
6 
7 
8 
9 

10 
12 
14 
16 
48 

2 
3 

p- 

Area 

0.89464 
0.89371 
0.89420 
0.89464 
0.89464 
0.89464 
0.89464 
0.89464 
0.89464 
0.89464 
0.89464 
0.89464 

0.65774 
0.82991 
0.78861 
0.85464 
0.84093 
0.87276 
0.86864 
0.88631 
0.88590 
0.89780 
0.90661 
0.91 347 
0.92359 
0.94733 
0.9521 5 

0.65774 
1.21284 
0.84759 
1.09702 
0.92305 
1.04953 
0.95777 
1.02707 
0.97536 
0.98491 
0.99038 
0.99365 
0.99979 

0.97285 
1.00220 



Table 5 (contdl 
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n 1- 

Name of 
dlstrlbutlon 

Normalized student 
f distribution, v = 20 

Extreme vo!ua 

Moan 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

0.36418 
0.39141 
0.35252 
0.47214 
0.39468 
0.4641 8 
0.42780 
0.451 36 
0.44489 
0.45080 
0.44975 
0.45007 
0.45005 

Stale 
factor 

1 .OM0 

1 

1, norm 
of error 

0.01 545 
0.00091 
0.00135 
0.00090 
0.00317 
0.0001 1 
0.00104 
0.0021 3 
0.00245 
0.01478 
0.533 X 10' 
3.479 X 1 o8 

0.09394 
0.07552 
0.09395 
0.03835 
0.04710 
0.071 14 
0.05532 
0.02370 
0.06054 
0.10453 
5.34279 
0.818X 10' 
0 . l W X  10' 

No. of 
Inter- 

polat!on 
points 

4 
5 
6 
7 
8 
9 

10 
12 
14 
20 
36 
56 

2 
3 
4 
5 
6 
7 
8 
9 

10 
12 
20 
32 
40 

Variance 

0.99545 
0 39057 
0.99850 
0.99838 
0.99955 
0.99963 
0.99985 
0.99995 
0.99998 
1 .OOOOO 
1.00000 
1 .00000 

not defined 
0.53758 
0.95907 
0.77955 
0.96166 
0.91741 
0.95980 
0.97471 
0.96709 
0.97845 
0.99928 
0.99980 
0.99998 

Area 

0.99810 
1.00014 
0.99979 
1 .oOaY 
0.99997 
1.00MX) 
0.99999 
1 .00000 
1.00000 
1.00000 
1 .OOOW 
1.00000 

0.8 1657 
1.02431 
0.98532 
0.98253 
1.01088 
0.9851 8 
1.00778 
0.99343 
1.00239 
0.99969 
0.9999 1 
0.99999 
1.00000 

11 norm 
of error 

0.01714 
0.001 17 
0.00123 
0.001 26 
0.00352 
0.00015 
0.001 30 
0.00244 
0.00285 
0.01 690 
0.597 X 10' 
0.533 X 10' 

0.10223 
0.08334 
0.1 0672 
0.04019 
0.0431 2 
0.07504 
0.05766 
0.02371 
0.06557 
0.13009 
6.16576 
0.922X 10' 
0 . 2 1 2 ~  10' 



I I. Systems Analysis 
SYSTEMS DIVISION 

A. A Proposed Venus Coordinate System, 2. Coordinate System Geometry 

F. M. Sturms, I r .  

1. Radar Studies of Venus 

During 1964 and 1966, radar studies of Venus (Refs. 
13) have produced solutions for the radius, axis and 
rotation period, and also identilied sevedl surface fea- 
tures. This knowledge permits, for the first time, speci- 
fication of coordinate systems associated with the 
equatorial plane of Venus. Selection of such a coordinate 
system is complicated somewhat by the fact that Ve~ius 
rotation is retrograde. 

From Ref. 2, the best solutions for th, rotation (or 
angular momentum) vector and period are as follows: 

(1) Right ascension (a,) = 98 1+5 deg. 

In 1964, R. Richard1 presented arguments for stan- 
dardizing the method of choosing the north pole and 
the direction for measuring positive longitude. The ad- 
vantages described include a reduced possibility of con- 
fusion, due to the proposed analogy to terrestrial 
conventions, and a single set of formulas for expressing 
rotations, angles, and oblateness perturbations. Accord- 
ingly, the following conventions are adopted for Venus: 

(1) The north pole is that end of the rotational axis in 
the direction of the angular ~nomentum vector 
(right-hand rule). 

(2) Body-fixed longitude is measured positive in the 
direction of rotation, i.e., with convention (I), to 
the east. 

(2) Declination (6,) = - S9 -c2 deg. Convention (1) is opposite to that given in Refs. 1 and 2, 

(3) Period and convtntion (2) is opposite to that generally used in 
= 242.6 20.6 days. 

Refs. 4 and 5. 

From Refs. 1 and 2, the prime meridian* or .z.em apha-  Adgted p& rot@*. By the a,.,ove conventins diOgra~hi~ longimde* ' Pass a promi- the ooith pole of Venus has the right asnnsbn and 
nent narrow feature denoted as F or a. However. the 
coordinate system proposed in this report is based 011 a .RLdurd, R. ,., S w d f d  M d o d  4 Rlchiw Lag- 
choice of north pole opposite that used in Refs. 1 and 2. , the various c e l d  ~odtes, June 16,1984 (JPL internal docu- 
This article discusses the reasons for this choice. ment ) . 
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declination given in Subsection 1. Because of the fairly 
large uncertainty in the values, the epoch associated with 
these values is not tightly constrained and shall be taken 
as 1964.5 (a convenient value near the Ve:.ds conjunc- 
tion of that year). Also, the values shall be taken as being 
with respect to the mean equator and equinox of date. 

The values of the pole location will change with time 
due to the precession of both thc earth and Venus equa- 
tors. At the present time, since no estimate of the oblate- 
ness of Venus is available, the precession of Venus is 
taken as zero. Therefore, due to the precession of earth 

- dqO .- - rn + n sin a. tan 8 .  
dt 

ds,, = n cos a,, 
dt 

Using values of the annual general precession in right 
ascension, m, and the annual general precession in decli- 
nation, n (Ref. 5, p. 38), the resulting pole location is 

a, = 98 -0.0015551 ( t  - 1964.5) deg 

8 ,  = - 69 - 0.0007748 (t - 1964.5) deg 

where ( t  - 1964.5) is in tropical years. 

b. Equator and orbit angles. Given the location of the 
pole of Venus, several useful angles describing the 
orientation of the equator and orbit of Venus may be 
computed. Using the formulas on p. 332 of Ref. 5, and 
the values of the mean orbital elements of Venus from 
p. 113 of Ref. 5, the results for the epoch 1964.5 are a3 
follows: 

n = angle from mean equinox along ecliptic to ascend- 
ing node of the Venus mean orbit = 76.360 deg 

i = inclination of the Venus mean orbit to ecliptic 
= 3.394 deg 

n = angle from node, 0 ,  along the Venus orbit to 
descending node of orbit on equator (Venus au- 
tumnal equinox) = 290.878 deg 

1 = inclination of Venus orbit to Venus equator 
(Venus obliquity) = 176.515 deg 

A = angle from ascending node of Venus equator on 
earth mean equator along Venus equator to au- 
tumnal equinox =: 180.075 deg 

Note that for Venus, the uernal equinox is analogous to 
that of earth, i.e., the point where the sun crosses from 
the southern hemisphere to the northern hemisphere 
(beginning of northern spring). Because of the mrth-pole 
convention used, the Venus obliquity is greater than 
90 deg. The proper quadrants for these angles follow 
unam\~iguously from the equations in Ref. 5. 

The obliquity of the Venus equator is very nearly 
180 deg and, consequently, the seasons are not very dif- 
ferent from one another in terms of the incidence of the 
sun's rays and the maximum elevation of the sun at 
noon. Coupled with the nearly circular orbit of Venus, 
this results in a day-night cycle that is near1 constant. 

Finally, it is interesting to uote that the Venus equi- 
noxes lie very nearly in a plane parallel to the eadh 
equatorial plane. 

3. Venus Rotation 

a. The Venus day. The Venus sidereal day is, as given 
in Subsection 1, 242.6 ephemeris days, and the sidereal 
rotation rate is, correspondingly, 1.484 deg/day. With 
the adopted north-pole convention, the apparent star 
motion is from east to west. 

The mean orbital motion is 1.802 deg/day. and the 
sun appears to move from east to west in right ascension 
against the star background, which is opposite to that 
seen from earth. 

These motions combine to form a solar day that is 
shorter than the sidereal day, contrary to that of earth. 
The mean rotation rate, with respect to the sun, is the 
sum of the above rates (3.086 deg/day), and the Venus 
mean solar day is, therefore, 116.7 ephemeris days. The 
apparent solar motion is from east to west. 

b. The prime d i a n  and central d i a n .  In Refs. 
1 and 2, the Venus prime meridian is chosen to pass 
through a narrow feature identified as F for a. This 
choice is also made here. The method for establishing the 
prime meridian is to define the sub-earth longitude or 
central meridian2 at some epoch. Thus, following Ref. 1, 
the apparent aphrodiographic longitude of the earth at 
Oh ephemeris time (ET) on June 20, 1984 (JD !X3 8566.5) 
is +40 deg. (Note that the epoch has been arbitrarily 
changed to 0" ET, rather than Oh UT, in order to simplify 
the computations below.) Because of the reversed pole, 
the va!ues in Table 1 of Refs. 1 and 2 should be changed 

The longitude at the apparent center of Venus as seen from earth. 
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Table 1. Phenomena for proposed Venus From the equations on p. 334 of Ref 5, A, is computed 
coordinak system in terms of the right ascension and declination of the 

Venus pole (q, 8,) and the apparent Venus coordinates 
(o, 6). Note that a, 6, ao, 80 and h must be consistently 
given with respect to either the mean or true earth 
equator and equinox. The quantities AE and D. are inde- 
pendent of the choice, and P will be measured from a 
mean or true declination circle, respectively (Do = aphro. 
diocentric lntitude of earth; P = position angle of Venus' 
north pole from earth declination circle). 

, 

From Ref. 4 for Oh ET on June 20, 1984, with respect 
to the true equator and equinox of date 

Same as e m ~ h  

a = Sh 53'" 59.71 = 88.4988 deg 

6 = 21" 36' 28!'3 = 21.6079 deg 

R = 0.2395 AU 

Opposltr to wtfh 

Converting to mean equinox and equator 

a = 88.5040 deg 

6 = 21.6081 deg 

Dependent on north-pole convention, 1.. ., rrvener If convention 
la mvenod 

and 

A g  = 278.75 deg 

Ds = 0.87 deg 

1. Apparmt star motion east to west 

2. Right ascension (RA) positive in 
direction of rotation 

3. Sun rises in east, sets In west 

4. Hour angle of equinox opposite 
rotation, increases with time 

5. Effect of Venus precession is to 
increase Venus RA 

P = 176.61 deg 
bj rcvening the sigris on the latitudes and longitudes of 
the features. Then, the reference value of V is (light time correction is 

- 
1. Venus obliquity gloater than 

90 dog. Sun moves east to 
west in RA 

. - 

nzgligible to significance retained) 
From the discussion on pp. 335 and 336 of Ref. 5, the 

longitude of the central meridian, & is given by V, = 278.75 - 40 + 0.002 = 238.75 deg 

Ro A = & - V + -  and subsequently 

Indepmndmt of north-polo convmMon 

(note reversed signs to account for reversed convention V = 238.75 + 1.483924 (JD - 243 8568.5) deg 

for positive longitude) A = A, - V + 0.0086R 

1. Longitude positive east 

(longitude of central meridian re- 
verses with convention) 

2. Definition of vernal equinox 
(identity of given intersection re- 

verses with convention) 

3. Hour angle positive west 

4. RA positive mat 

where 

A:# = Venus right ascension of apparent earth 

*+? = hour angle of Venus vernal equinox from prime 
meridian 

and the third term is the rotation during the light time, 
where 

R = earth-Venus distance (AU) 

r = light tirne for I AU = 499.012 s 

CP = siderzal rotation rate 

1. Sun moves opposite rotation 

I 
2. Solar day shorter thon side- 

reol day 

3. Effect of Venus precession Is 
to decrease Venus celestial 
longitude 

Finally, it should be noted that the Venus right ascen- 
sion and declination of the earth, A. and Do, are mea- 
sured positive east (in direction of rotation) and north, 
from the Venus vernal equinox and equator, respectively, 
slid the hour angle of the equinox, V, is measured posi- 
tive west from the prime meridian to the equinox. These 
are analogous to the measurement conventions on earth. 

4. Coordinato T ransformations 

The mean earth equator and equinox of 1840.0 is a 
standard non-rotating coordinate system in common use. 
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The cartesian position transformations to V e n ~ s  coordi- 
nate systems involve the following rotations: 

(1) Rotate to mean earth equator and equinox of date 
(prece,sion matrix A). 

(2) Kdtate a,, + 90 deg about Z axis (matrix Slj. 

(3) Rotate 90 - 8, deg abovt Y axis (matrix S,). 

(4) Rotate A + 180 deg about Z axis (matrix S,). 

At this point, the coordinates are with respect to the 
Venus equator and equinox of date. Two options are as 
follows: 

(1) Rotate I about X axis (matrix E). This yield. co- 
ordinates with respect to Venus mean orhit and 
equinox of date. 

(2) Rotate V about Z axis (matrix H). This yields co- 
ordinates with respect to Venus equator and prime 
meridian (aphrodiographic). 

Then, in summary 

Venus equator and equinox: (X) = S ,  S, S,  A (X)ls,o,o 

Venus orbit and equinox: (X) = E S, S, S, A (X)l,,,,o 

Aphrodiographic: (X) = H S ,  S ,  S, A (X),sso.o 

where 

A = precession matrix (Ref. 5) 

-sin a. cos a, 

1 0 

s2 = ( .  sin 8. cos So 

0 -cos So sin So 

-cos4 -sinA 

sin A c o s  A ) 0 0 1 

1 0 0 

E = ( o  0 cosl  S ~ I I ~ )  

-sin I cos 1 

cos V sin V 

H z ( - s i n .  cosy  

0 0 

The velocity rotations are obtained from differcntiatiog 
of the aLove matr~x equations. 

5. Discussion 

The proposed Vcnus coordinate system is based on 
conventions for defining the north pole and the direction 
of positive longitude. The convention for measuring 
longitude positive east has been adopted by the Inter- 
national Astronornical Union (IAU) (Ref. 6, p. 174) in 
conjunction with gravitational potential expressions, and 
is undoubtedly the best choice. The choice of north-pole 
conventiorl is not so clear, however. In makir,~ the choice, 
it was desired to retain as much analogy afid consistency 
with earth as possible. Accordingly, Table 1 presents a 
list of items pertainhg tc the proposed Venus coordinate 
system. The table is a useful aid in visualizing phe- 
nomena as they appear relative to a Venus oLserver. 

The adoption of the proposed coordinate system leads 
to the question of hgw improved values are il- -4rporated. 
The following procedures are based on historical 
precedent. 

Improved valucs of the pole location should be statcd 
in term. of the 1964.5 values. This can be done by map- 
ping a solution for a current epoch backward, or by 
solving directly in terms of the 1964.5 value and mapping 
forward to compute current observations. The improved 
location should be included in the rates due to the 
earth precessic I. 

tVhen information on the figure of Venus has been 
obtained, tlie precession of the Venus equator can be 
detennined (Ref. 5, p. 327). This can then be incor- 
porated into the computatior~ of the pole location rates. 
If the rate of prccession o! the Venus equator on the 
Venus orbit is denoted by p, the contribution to the 
rates is (Ref. 7). 

dao - 
dt =; p sin I cos A sec 6, 

(Note: for Venus, p is positive, i.e., in the direction of 
orbital motion, whereas it is normally negative for other 
planets.) 
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A more precise value for the rotation ~er iod of Venus 
will directly update the rate term in the expression for V. 
The lengths of the solar and sidereal days are easily 
corrected. 

The leading term in the expression for V must be re- 
derived for improved values of a, and So. Changes will 
enter through a different value- of A E  and also the 
inclusion of the light time ttrm, if it is significant. In this 
step, the longitude of the central meridian at the refer- 
ence epoch is unchanged, i.e., it is fixed at a value of 
40 deg. This procedure is similar to that followed for the 
physical ephemeris of Mars, where initially the longitude 
of the central meridian .is mmputed to place the prime 
meridian throngh a prominent feature. Subsequently, 
however, the longitude of the central meridian at the 
reference epoch is held constant, and the longitudes of 
the prominent feature, as well as all other features, will 
vary slightly. 
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I l l .  Computation a n d  Analysis 
SYSTEMS DIVISION 

A. Orthonormal Transformations for Linear 
Algebraic Computations, C. L .  Lowson 

1. Introduction 

The basic step in many metkjods for solsing >ystems of 
linear equations, oi. compu:ir,g eigenvalues or singular 
values of a matrix, may be interpreted as premultipli- 
cation of a matrix A by a matrix T, where T is chosen 
so that certain elements of TA are zero. Methods in which 
T is orthonormal are stable with respect to growth of 
rounding errors and are particularly appropriate in least- 
squares computations because of their property of pre- 
serviqg the euclidean length of vectors. 

In this article, we review the properties of two ortho- 
normal tra~sformations that are well known in numerical 
analysis, and introduce a third orthonornlal transfor- 
mation that combines certain features of the firs: two. 

We denote the transpose of an m-vector v by vT and 
its euclidean norm by 

The identity matrix of order m is denoted by I,. 
E 

All of these transformations can be discussed in the 
following setting: 

Problem. Given an m-vector v, find an m X m ortho- 
normal matrix Q such that components 2 through m of 
Qv are zero. 

Since only the first element of Q v  is permitted to be non- 
zero, and since I I Qv I I = 1 1 v I 1, it follows that the first 
component of Qv must be either 1 I v I I or - 1 1 v 1 I. 

2. The Jacobi Transformation 

A single Jacobi transformation alters only two com- 
popents of a vector, one of which will be transformed to 
zero if the transformation matrix is appropriately chosen. 
Thus, the Problem, above, can be solved by a sequence 
of m- 1 Jacobi transformations. 

A Jacohi transformation matrix can be denoted by Bi.,,, 
and is identical with the m X m identity matrix I ,  with 
the exception of the four elements 
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, 
Let 7 = Bi, ,, , v, and silppose B is to be chosen so that If ( I w I I = 1, the matrix H I  is a reflection matrix 
V (j,  = 0. This is accomplished by komputing characterized by the fact that it transforms w to -w and 

acts as an identity on the (m - 1)-dimensional subspace, 

d  = (vTi)+ vtj,)" S, orthogonal to w. These properties completely charac- 
terize the eigenvalue-eigenvector structure of H ,  and 

v(,,/d i f d  # O  thus permit an explicit construction of H ,  as follows: 

1 i f d = O  

Then - 
V{;) = d 
N 

V{,)  = 0 

Let p2, .-., p, be an orthonormal basis for S and let 
P = [w, p2, -.-, pm] .  Then P is an m X m orthonormal 
matrix and 

H,P =: PD 

where D = diag (-1, 1, I., ..., 1). 

. . . . 

Let Ell denote an m X m matrix whose only nonzero 
A geometric interpretation of the Jacobi transformation element is a one in the (1,l) position. Then 

is given in Fig. 1. 

Now consider the Problem presented in Subsection I .  
Let the m-vector v be given. Define 

if v,,) 2 0 
u = sgn (v ) = 

(1) 

0 [';: ,"; 
Define the m-vector el by el = (1,0, - . ,0)'. Let w be the 

Fig. 1. Geometric interpretation of a Jacobi unit vector bisecting the angle between v and cr 1 I v 1 ( el; 
transformation explicitly 

U =  v + o l I v [ ( e l  
The multiplication Z = Bx, where x is an arbitmry 

m-vector, can be done as 
ifu#O 

w 

X { i )  = -(i) + SX{j) i f u = O  
w 
" ( 1 )  = -" . - ( i )  + CX ( j )  

w - The matrix H ,  = I ,  - 2wwT solves the Problem since 
- 

5 )  - x for k # i and k # j 

3. The Householder Transformation 

An m X m Householder transformation matrix, H,, may 
be parameterized by an m-vector w, where either w = 0 A geonietric interpretation of a Householder transfor- 
or 1 I w I 1 = 1. If w = 0, we define H ,  = I,. maiion is given in Fig. 2. 
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The multiplication "x H w x  for an arbitrary m-vector 
x proceeds as 

\ / 
/ / 

1 4. The RSP Transformation 
/ 

A - - - * ... 
v 

O\ 
~ ~ l v l l e ,  -I The RSP (Rotation in a Selected Plane) transformation 

will combine the Householder-like ability to transform 

\ m-1 elements of an m-vector to zero in a single trans- 
formation with the Jacobi-like property of using a plane 

Fig. 2. Geometric interpretation of a Householder rotation instead of a reflection. 
transformation 

Let S denote a two-dimensional subspace of m-space 

In a computer program, this computation is commorrly with orthonormal basis vectors w, and w,. We wish to 

organized so that the vector w is not explicitly com- construct an orthonormal matrix R that will act as a 
rotation in S, rotating w, through an angle 0 toward 

puted. We may write 
wl, and act as an identity on Sl, the orthogonal comple- - 

H, = 1, + b-I uur (1) 
ment of 5. 

Let w,, .. -, w, be an orthonormal basis fur Sl. Defi~e 
where 

= (v + u / I v 1 1 (v + u 1 1 v I I e1)/2 C -- COS 0 

Note that since u differs from v only in the first component, 
the constructior, of H,, as given i ~ .  Eq. (I), requires only 
the computation of u and b. Furthermore, the only non- 
zero element of 7 is V(,, . The computation of u(,, , b, 
and can be organized as 

s = sin 0 

Then 

Consider the Problem given in Subsection 1. Let v be 
n given m-vector, and again let 

If the matrix H, is to be saved, it suffices to save the if v,,, 2 0 
u = sgnv(,) - 

m-vector u and the scalar b. If \, is also being saved, if v,,, < 0 
then one need not rave 6 as it can be recomputed when 
needed using Eq. (5). el = [I, 0, . a + ,  OIT (m-dimensional) 
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We seek orthonoma1 vectors w, and w, and an angle 8 
such that the matrix R, defined by Eq. (6), satisfies 

Define 

U = V - V{,)el = [ O , V ( , )  , V p )  ' . . . ' v { " , ) ] ~  

i f u f O  

ifu = 0 

It can be verified by substitution into Eq. (6) that these 
values of w,, w,, c, and s provide a matrix R that satis- 
fies Eq. (7). 

A geometric interpretation of these quantities is pro- 
vided in Fig. 3. 

Fig. 3. Geomefric interpretation of an RSP 
transformation 

We now consider computational details. When u = 0, 
we have R = I, and this case can be given special 
treatment. We thus consider only the case of u # 0, 
which of course implies v # 0. 

JPL SPACE PROGRAMS SUMMARY 37-51, VOL. I11 

It is possible to rewrite Eq. (6) as 

where the elements of the 2 X 2 matrix P are 

The computation of these quantities could proceed as 

N .. 
v;,) = v T ~ ,  + I I u I I Z  
- 
V { l )  = R1))* sgn ( ~ ( 1 , )  

f 2 2  =- - [ C ; ( l )  V { l )  + 

f l l  = 1 I U I I2 f z z  

f l 2  = T i : )  

f Z 1  = - f 1 *  

Saving the matrix R would require space for the m - 1 
nonzero elements of u plus f,,, f l l ,  and f 1 2 ,  i.e., a total of 
m + 2 locations. 1f is also being saved, then f,, need 
not be saved. 

To compute 'S = Rx for an arbitrary m-vector x 



5. Conclusion 

The Jacobi transformation is used primarily in cases 
in which the pattern of elements to be zeroed is some- 
what irregular. When a number of elements in one col- 
umn are to be zeroed, it is more economical and more 
accurate to use the Hnuseholder transformation. The 
RSP transformation is nearly as economical as the 
Householder transformation and could reasonably be 
used in the same circumstances. 

Although the Householder transformation is very stable 
with regard to roundoff error propagation (see Ref. I ,  
p. 101), the RSP transformation may be even slightly 
more stable. The Householder transformation is agplied 
in the form H = I + G where, using the spectral matrix 
norm, I I G I = 2 for all w except for the special case of 
w = 0 (which we will henceforth exclude). Similarly, the 
RSP transformation is applied in the form R = I + K, bub 

where c is defined by Eq. (8). In particular 0 5 c 5 1, 
and thus 

and, consequently 

- The relative roundoff error, e ~ ,  in computing 
x (,, = x + Gx using arithmetic having relative precision 
a, is bounded by 

with a similar bound of 

for the computation of Z(,) = x + Kx. Since G and K are 
of rank 1 and 2, respectively, the ratioL I I Gx ( I// I x I I 
and 1 I Kx I I/ 1 I x I I are usually not close to their respec- 
tive ul~ner bounds, 1 1 G 1 1 and 1 I K 1 1 (say, averaging 
over 1 , '  ' - 1). Thus, comparison of average be- 
havior cannot be based on Eqs. (14) and (15). Further 
investigation will be made of the relative merits of the 
Householder and the RSP transformations. 
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IV. Spacecraft Power 
GUIDANCE AND CONTROL DIVISION 

A. Solar Cell Standardization, R.  F. Greenwood 

A project was initiated by JFL in 1962 to improve the 
accuracy of predicting solar array performance in space. 
High-altitude balloon flights have been used to achieve 
the near-zero air-rnass conditions required for calibrating 
the solar cell standards. 

Balloon-calibrated solar cells in modular form were 
recovered and mounted on a temperature-controlled 
housing (Fig. 1) and used as intensity reference stand: rds 
duling performance testing of solar arrays under ter- 
restrial suillight conditions. It has been shown by Ritchie 
(Ref. 1, pp. 6 and 7) that, if the standard solar cell and 
the celIs u s 4  fcr array fabrication have the same spectral 
response, the space short-circuit current output of the 
solar array can be predicted with an accuracy of better 
thzn 2%. Since 196'1,, high-altitude llalloon flights for 
solar cell standardization have been conducted at the 
rate of three or four flights per year. Cooperative eEorts 
betrvecn JPL and other NASA and government agencies 
have provided standard solar cells at minimum expense 
for c variety of space projects and advnnced develupment 
work. 

2. 1968 Balloon Flight Proisct 

Three 80,TXW)-ft balloon flights are scheduled for July Fig. 1. Balloan-calibratad standard solar call rnodula 
and August 1968. Fabrication and testing of standard on tamperature-controlkd housing 
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soInr ccll moduies are in progress. The cwperative ehrt 
between JPL and other government agencies is con- 
tinuing thls year with the Air Force Acro Propulsion 
Laboratory, the Johns Hopkins University, the NASA 
Langley Research Center, and the NASA Goddad Space 
Flight Center supplying standard solar cell modules for 
calibration. 

Impmvem~nts to the bdloo~t flight system are cuirently 
in progress. Design modifications of the solar trackcr 
having an increased paylaad capacity have bwn com- 
pleted, and actual modification has begun. Figure 2 shows 
the old solar trackcr configuration. The modified solar 
tracker \ . t r i l l  for 28 solar cell calibration channels, 
an increase of 12 channels. This will bc accomplished by 
replacing the old 24-posiY~n stepping witch with a new 
SBpcsition stcppi~ig  witch. At the same time, the solar 
cell module mounting area will be increased to accem- 
rnodatc the added rnodulc capability. 

Duc to the increa54 amount uf data returned per flight 
as a result of increased payllond capacity, improvrd 
methods of de:a reduction are required. To mcet this 

Fig. 2. hasent balloon ~ptx-mountad solar tmcksr 

problem, flight data will be supplied by the 53110oa flight 
project contractor on IBM punched cads, A JPL com- 
puter program is in the process of being updated, upliich 
will bc compatihte with the contractor-supplied data. 
The computer program will reduce, average, and correct 
tlte solar c ~ l l  data for intensity and temperature. A sum- 
maw sheet will give solar cell Jescriptivc infomation 
along with calibration data at a standard intensity and 
ternpemturt.. I t  is expected that, through improved data 
handling and processing methods, enlibration data will 
hc available within a few days foIlowing a balloon flight 
scrips. 

I .  Ritrllic, D. W,, Decelnpmmt Llf Phatocoltatc Standard CeIIs for 
NASA, Technical Reprt 32-834. Jet Propulsion L~bo:atory, 
l':~sadrnn. Cn1if., J~tnr  1, 1%4. 

B. Salar Power System Definition Studies, 
H .  M. Wick 

The o ~ ~ r i ~ l l  objective of this effort i s  to investigate thc 
pml~lt.rns nsswii~tcd \v\'ith di*vcloping spacecraft potwr 
systvms for t~nmannrd gIanrt;ln' inissioos. Thi. effort 
stsrbsscs drvt*lopn~o~l of thc tcchno1og). requirrd fo solve 
systcni dcsign problrriir asswintcd with n~rrting JPL 
znissian rc*r~uiremcnts. Onr task which is presently being 
undrrtakcn i s  tlrc invcstigatiorr and devc*lopmmt of 
mmputcr programs for potvcr systcn~ rlesign, inttpatian 
,~ntl iu~alpsis, 

2. Power Profile Computer Program for a 
Mars 1971 Mission Study 

The suc~lssful development of a spacccraft power 
system requires a compromise between user p v r r  rc- 
quirernents and available power Imitations. Due to the 
multitude of changes in the user system pourer require- 
ments during the spacecraft design phases, continuou~ 
monitoring hy thc spacecraft powrr design team lwcomes 
an absolute necessity. Data processing methods provde 
both ?n effective and ;accurate method for maintaining an 
up-to-date status of the spacecraft yowcr rcquircments. 

-4 computer program was recently developed to assist 
in determining thc spacecraft cleckid power require- 
ments for power system sizing and spacecraft power 
rnanagcbmu~it for a hrl.iars 1971 mission. 

A functional block diagram of t1.e power system with 
.the spacecmfr leads is shown in Fig. 3. which represents 
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Fig. 3. Power system functional block diagram 

the power system model used by the power profile com- 
puter program. Power is derived from photovoltaic solar 
panels and a secondary battery. The power switch and 
logic (PS&L) distributes raw power to the line regulator, 
battery cha~ger, communications converter, and tempera- 
ture control system. 

The first two page: of the computer printout lists all 
input data for reference. The spacecraft svstems and their 
power re~nirements for each of the mission flight phases 
are tabulated on the: first page. On the second pagc is a 
listing of power and efficiency data points for each of 
the inverters and the line regulator. These data are used 
by an interpolation subroutine to define the operating 
efficiency as a function of power output. The program 
then calculates and prints out the power output, effi- 
ciency, and power input for each of the inverters of the 
power system along with their respective user systern 
requirements. The line regulator pqwer output, efficiency, 
and power input is then determined and listed. The total 
power demand of the spacecraft power system is obtained 
by summing the PS&L loads and dividing by the PS&L 
efficiency. This process continues until all power system 
operating modes and mission flight phases have been 
considered. This computer program is an extension of 
the programming work done to support Mariner Mars 
1989. The program has been written in Fortran IV for 
the IBM 7094. 

3. Battery Cell Data Reduction Program 

4. Shepherd's Equation Battery Discharge Programs 

The BATT3 and BATT4 battery discharge programs 
have been verified. These programs are now considered 
operational; however, additional checkout runs are 
planned as soon as more detailed battery discharge data 
become available. 

C. Development of Improved Solar Cell 
ContaCt~, P. Bermon 

1. Introduction 

Silicon solar cells are presently the most reliable direct 
energy converters for space applications, and it appears 
that this will continue to be the case for some time to 
come. Over the past years, there have been significa~t 
increases in cell conversion efficiewy, as well as reduc- 
tion in cell size and manufacturing costs; however, im- 
provements of the same magnitude have not been made 
in the area of solar cell contacts and solar cell intercon- 
nection techniques. The environmental limitations im- 
posed on the solar cell contacts to avoid mechanical and 
electrical degradation have remained the same for many 
years, and in sonle cases have even become more restric- 
tive. Therefore, solar panels are environmentally limited 
in many cases as a result of solar cell cor~tact restrictions, 
and it can be expected that significant improvements 
on solar panel reliability will result from improvements in 
solar cell contacts and interconnection techniques. 

The objective of this study is the development of 
silicon solar cell electrical contacts and interconnection 
techniques which are less susceptible to mechanical and 
electrical degradation resulting from exposure to extremes 
of earth- and space-type environments. A major objective 
is the development of cell electrical contacts and inter- 
connection techniques which do ~vrt require the use of 
solder. There should be less degradation of contact 
strength and electrical characteristics after exposure to 
thermal shock, humidity-temperature, vacuum- 
temperature, high-temperature, and low-temperature en- 
vironments. The solar cell contact and interconnection 
techniques are also to be optimized with respect to the 
(1) effects on solar cell current-voltage characteristics, 
(2) series and/or contsct resistance, (3) stresses due to 
fabrication procedure, (4) compatitiky with require- 
ments for fabrication into submodules. (51 rcliahilitv. (6) . . ,  . .  . , 

A Fortran I1 program was written for the IBM 1620 handling and manufacturing characteristics and re- 
data processing system. The program appropriately re- straints, (7) repair or rework capability, (8) reproduci- 
duces raw battery cell data in addition to providing bility, (9) production cost, (10) ease of production, (11) 
plots of the cell discharge curves. weight, (12) compatibility with large-area cells, (13) 
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requirements for special equipment and tooling, and (14) 
compatibility with inorganic, integral protective coatings. 

2. Development Activities 

Development contracts have been awarded to Ion 
Physics Corporation and the Librascope Division of Gen- 
eral Precision Systems, Inc., and work was initiated in 
January 1968. Ion Physics is presently utilizing its high- 
vacuum sputtering technique, and Librascope is utilizing 
its cold-substrate deposition process to deposit the con- 
tact materials onto the silicon. 

The iirst material to be investigated by bo:\ organiza- 
tions is aluminum. Ion Physics has produced and deliv- 
ered to JPL sample solar cells having aluminum contacts. 
Cells have been fabricated having an efficiency of %lo% 
at air mass zero (B°C). This compares quite favorably 
with the 11-11.5% efficieqcies characteristic of state-of- 
the-ark solar cells when one considers the developmental 
statcs of the former cells. Thus far, only adhesive tape- 
peel tests (utilizing Scotch tape) have been used to 
evaluate contact adherence. Severa! cells exhibited con- 
tact peeling as a result of these tests; however, most of 
the cells were capable of passing with no apparent peel- 
ing of the contacts. Two cells which did not exhibit 
peeling were placed in a humidity chamber at 60°C and 
95% relative humidity for a period of 1 week. The cells 
showed no apparent deterioration in contact adhesion. 
K reliminary attempts to utilize parallel gap welding have 
not been successful, due to the oxide layer on the alumi- 
num which inhibits constant curr~lit flow. The technique 
is still under investigation. 

Librascope has deposited aluminum on low resistivity 
(app,oximately 0.001 R-cm) n-type silicon, which is rep- 
resentative of the diffused layer of an n / p  solar cell. The 
first attempts gave rise to rectifying (non-ohmic) contacts 
which exhibited nonlinear current-voltage charzicteristics. 
Through a series of experiments it was found that the 
glow-discharge operation, which was utilized as a clean- 
ing procedure prior to aluminum deposition, was a major 
reason for the non-ohmic behaviol ~f the contact. Use of 
a field to ionize the aluminum and yield an average ion 
enargy of 112 eV (200 eV maximum), in conjunction with 
the elimination of the glow-discharge operation, pro- 
duced co.ltacts which exhibited ohmic behavior. The 
a m e  technique was then utilized on p-type wafers that 
are representative of the base region of an n/p solar cell, 
and ohmic contacts were also obteined. The contact re- 
sistances, especially in the latter n'~.s. ,  hppear to be 
extremely high, and will probably not result in high- 
efficiency solar celL. 

3. Conclusions 

Significant progress has been made in the use of alumi- 
num as a contact material for silicon solar cell$. It has 
been demonstrated that the high-vacuum sputtering pro- 
cess is capable of producing aluminum-contact cells with 
reasonable efficiencies. The series resistance of these cells 
was found to be of the order of 0.5 n for 2 X 2cm 
cells, in comparison with state-of-the-art titanium-silver 
contact cells which exhibit series resistance of the order 
of 0.3 n for 2 X 2cm cells. 

At the present, problems seem to exist with the cold- 
substrate deposition process in achieving contact ! ssist- 
anccs low enough to yield high-efficiency solar cells, 
although it wae possible to obtain contacts to the n and p 
l~yers which are ohmic in nature. 

D. Capsule System Advanced Development: 
Power Subsystem, R. G. lvanoff and D. I .  Hopper 

1. Introduction 

The primary purpose of the Capsule Syste 11 Advanced 
Development (CSADj project is to obtain an improved 
understanding of planetary entry lander capsule system 
design and integraA+on problems and to obtain experience 
in several crititx.. and new technologies that relate to 
planetary capsule missions. To accomplish this objective, 
a specific Mars entry and hard-landing capsule system 
is being designed to obtain scientific information on the 
Martian atmosphere and slurface coxiditions during cap- 
sule system entry and subsequent landing. 

To support the CSAC activity, power subsystems capa- 
ble of supplying electrical energy ct discrete levels wt: : 
developed for the entry and iander capsules. These sub- 
systems were designed to survive the sterilization require- 
ments of the capsule system, snu for the lander capsule, 
impact survival was required. 

Pow..r subsystems to be incorporated into an entry 
and lander capsule, as part of the CSAD, have been 
fabricated, integrated into the capsule. system, and are 
now unde:,noing system-level tests. 

2. Power Subsystem Design 

Each power subsyste~rl consists of a s ter ihble  silver- 
zinc battery and a powl?r control unit to provide switch. 
ing, conditioning and distribution of several regulated 
voltages. The entr) .;:!psule power subs!:stum functional 
block diagrcm (Fig. 4) illclstrates the power subsystem 
d?sign and method uf electrical power distribution. 
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Lrpon command from thc entry srqurnwr and timrr, 
thc po\rucr subsystcm battry i s  switchrd nn-linc provid- 
ing power to the major capsulc subspstcm:. The bn!tcry 
voltagc of 15 to 25 ?5' is booster1 and rcguhtd to 08 V 
by the boost rcguktor and used by the radio subsystcm. 
This output i s  also dirtributcd to :I dc-dc convwtrr. Thc 
convcrtrr, using voltage :md currrnt fccdhlck, provides 
six regu!at(.rl voltagr outputs thitt iirr 11scd by all sub- 
systems c> <pt entry-ci~psulc radio and rvtrp timer. The 
tantry tirnrr is tuntvd on Ily mnlm;lnd \~cll  in advnnw of 
othcr subs!~stcms and is. thcrcforc, supplied powcr from 
a st.patiitc' rtgulator to rcducr losscs: inhr-rcnt in the 
po\vcr comrrsion cquipm~nt. Thc rrgul;~tor consists of 
a shunt lcrlrr control. Tbc cwtry-citpsulc pawcr control 
unit [Fig. 5) i s  capublc of providing u tnnximum power 
of 50 11'. Figure- ti illustrates hirw tllc po\wr control unit 
nnd bnttcry are tulubintd prior tn asscnildy in t h ~  en+- 
ci~psulc. T ~ C  b3ttr.r~ consists uf 11 cclls, cbitch hilt-ing a 

ThL* lander-capsulc po~vcr sul~syst~rn is similar in dt*- 
sign tn thv cntry-r.aljsulc power s111)s~~stcm and pcrforms 
idcnticnl functions. 17ie major d i f f r r ~ l l r ~  i s  the rcqbirc- 
mrnt for high-impac: stlwiral of tljc lander ca sule and 
thr nbilit\. i n  tun1 riic- lundpr c;hpsulc radio on imd off 
indcp~ndci~t of t ! ~  othcr power loads. 

3. Development SFotur 

Thc procddure for the development of the po\vcr su:~- 
systems cmsirts of design, falvication, and tcstirlg of fht 
individral units. ?'hr potvrr subsystems are then intc- 

Fig. 6. Entry capsuFe power subsystem 

grated into the cspsulc system and funct~onally tested 
after being su1,jwtcd to thc sttectcd environmental 
rrqnirimrnts. 

Prototypes of thc mm- and lander-capsule power suh- 
systrms havc bcrn tested at the subsystem level: in each 
I-,lsr. rchults wen* witl~ii? dcsign l im i ts ,  Aftpr intrsgmtisn 
of thc power ;ubsystem into the lander capsulp.. ad&- 
tional s ) -~ tr~n- l~vc l  tests uUcrc performed, including stcri- 
lizatiot~. Tht* power suhsgstem \\+as also integrated into 
thc cn!qn capsule. .4:l system tvsts indicntc nominai i?Pr- 
fomar~rr af the power sul~systcnl. 

Tbr rbntry and lanrlcr ci~pcules \VCR combined and 
tcstt~d as a completr c a p s u ! ~  sysftm. Both entry- 
a ~ ; d  lander-c:~psalc po\vt r WIN>-stvms pcrformcd as 
r - x p c ~ d .  

Tlw capwlr sy~tcm has undergone stcrili7ation at 
19°C. PoF'-sterilization tests using elrtcrna1 pmver indi- 
catc no 105s in performance ir, thi* mtry- or thc lander- 
caim~r?e power ~-0ntm1 unit. which ILus nowT undergone 
,\VO stcrilizatio~~ cycles and one impact t ~ s t .  Entr?;- and 
Ian.' xr-cn?sulta hatterics arc- now Seing chargcd. 

On Xlay 4. 1969, the lander capsulc :vas dmppd %om 
an altitur!,. of E-4 ft octo thrr dr); lakc bed at Goid~ione, 
CaliFom;a. Thr capsulr impactcd after reaching a tcr- 
rni~lnl velocity of !IS ftJt. The capsulc then cycled 
thmbgh the non;.,al mission profile with no anomalies. 
Suhseq~~cnt systcm ttmsts indic~ted all s~ibsystems lvttre 

Fig. 5. Entry caprule power subsystem control unit ~ p t r i ~ t i ~ n ; ~ I  within dcsign limits, At  thc conclusion nf the 
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drop test, the battery was monitored and found to have 
an open-circuit voltage of 17.5 V. 'Illis voltage indicates 
the battery was operating within design limits and had 
not been discharged more than expected. For the nominal 
mission profile, no more than 50% of the total battery 
capacity would be used. 

A second drop test of the lander capsule was per- 
fumed on May 28, lW3. The unit was dropped from an 
altitude of 250 ft onto a macadamized road to achieve a 
higher impact force than experienced on the Goldstone 
dry lake bed. The power subsystem performed all sched- 
uled functions, with no apparent loss in capability. 

E. Computer-Aided Circuit Analysis, 0. I. Hopper 

1. Introduction 

The objective of this effort is to provide a generalized 
system of computer programs for analyzing electronic 
ci~cuits. Computer progr:rams are presently available to 
simulate circuits and to perform a steady-state, transicnt, 
or cyclic (AC) analysis on these simulated circuits 
depending upon which computer program is used. One 
of the advantages of being able to simulate a circuit is 
that an engineer can use components having "worst- 
case" values. Construction of an actual worst-case bread- 
board in the laboratory is a very difficult, if not an 
impossible, task. The major difficulty lies in obtaining 
components that have worst-case properties. 

2. Simulation Problem 

The computer simulation is accomplished by describing 
the circuit to the computer in an engineering-oriented 
computer language. Most of the programs can work with 
the simpler elements of a circuit, i.e., resistors, capacitors, 
inductors, lnutual inductance, and ideal diodes. The rest 
of the circuit components must be deccribed using these 
basic elements. This is where the difficulty lies. For ex- 
ample, one of the most common circuit elements, the 
tra~aistor, has a small-signal model, a large-signal model, 
and a saturated model. The result obtained from the 
c . ~ ~ r ~ u t e r  could be radically different from the expected 
result if the wrong model is used. The modeling of a 
transformer is another complt.. problem. In observing 
any magnetic induction versus field intensity (B-Hj loop 
for magnetic materials, it is evident that 6 is a complex 
function of H, also the loop is dependent upon frequency. 

3. Survey of Existing Computer Programs 

A survej of the existing computer programs shows 
the number of programs available is extremely large, but 

most of the programs were written to solve specific prob- 
lems instead of being general analysis programs. Several 
programs were studied, and it was found that a few 
programs could satisfy the total requirements. 

With SCEPTRE, a program developed by IBM, one 
can perform both transient and ste.~dy-state analysis. 
Another feature of SCEPTRE is that it has a component- 
model library tape. Once a model has been derived, it 
can be stored on ::.e library tape and used repeatedly. 
A copy of SCEPTRE was obtained on tape, and several 
sample circuits were analyzed. A few problems were 
uncovered, but the recent runs on SCEPTRE have been 
satisfactory. 

ECAP is another useful program. With this program 
one can perform AC analysis. Ilnfortunately, it does not 
have the library tape feature possessed by SCEPTRE. 
This is an inconvenience, but the AC analysis feature is 
well worth the extra work involved. 

4. Model Development 

During this reporting period, several semiconductor 
models b.ave been developed for transistors and diodes, 
but the major effort has been to develop a model of a 
transformer. Two methods of core modeling are cur- 
rently under investigation. A piecewise linear model was 
obtained from IBM for use with SCEPTRE. It allows 
the entry of coordinate points corresponding to the 
magnetic induction versus field intensity ( B - H )  loop and 
provides a means of computing and storing values of B 
05tained as the transient solution proceeds. Operation 
within the F-H loop is simulated by taking the last value 
of B and a slope corresponding to that of the elastic 
region. Operation is otherwise constrained to points on 
the B-H loop. The other method being studied is the use 
of an exponential model. This model relates B and H 
with the use of exponential functions. The major difficulty 
with this model is that it is hard to simulate hysteresis. 

F. Electric Propulsion Power Conditioning, 
E. N Todogue 

1. Introduction 

The electric propulsion power conditioning project has 
two priricipal tasks. The first task, which is scheduled 
for completion in the early part of 1969, is to test a power 
conditioning unit with two ion engines. A switching mod- 
ule will he utilized to switch power to the engines by 
command. The second task, which is scheduled for com- 
pletion in 1970, is to design, fabricate and test the 
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coinplete power conditioning portion of an electric pro- the position requested, a signal is generated to indicate the 
pulsion system. .a completion of the switching. 

The power conditioning unit will consist of (1) four 
or five units that will power five ion engines, (2) a 
switching unit that will switch power conditioning units 
to available ion engines as required, and (3) a maximum 
power point seeker unit that will examine the solar panel 
characteristics and verify the available maximum power 
of the source. Item (I), the power conditioning units, will 
be developed under contract. Items (2) and (3) will be 
developed at JPL. 

2. Task 1 Power Conditioning Unit 

The switch driver (stepper) receives (1) the input for 
the switch-position sense-logic circuit, (2) verification 
that the power conditioner is functioning, ard (3) verifi- 
cation that the switch is ready to switch. When all the 
signals received are satisfactory, the driver circuit gener- 
ates the drive to move the witch. The switch is a heavy- 
duty, multiple-deck unit with high breakdown voltage. 

3. Task 2 Design Studies 

A study has been initiated to evaluate the merits of 
switching ion engines to power conditioning units versus 
providing a power conditioning unit per engine. -he 

Power hardware for the 'I study will evaluate the reliability, weight, and cost of one 
program will be modified for the first task. The modified system over the other. 
units are scheduled to be received from the contractor 
by November 1968. The power switching unit for the 
first t;sk, which will switch power from one ion engine 
to the other by command, has been designed, and fabri- 
catim of the unit will be completed by August 1968. 

The block diagram of the power switching unit is 
shown in Fig. 7. The major blocks of the unit are (1) the 
switch-position sense-logic circuit, (2) the switch driver, 
or stepper, and (3) the switch. The switch-position sense- 
logic circuit accepts th,: 2ommand for switching to the 
position requested and compares the position requested 
to the prezent position of the switch. When the signal 
received i.i sstisfactoiy, indicating that the switch can 
move to the next position, the sense logic issues a signal 
drive to the switch driver. After the switch has moved to 

POWER 
CONDITIONING ------ -41 

I 
I 
I 

COMPLETE t- 

I 
INDICATOR ( 

28 Vdc 8 A  'J ! . A 

I 
I I 

POWER "ON" 
COMMAND 4 $% 1 

110 Voc 6 0  Hz 

Fig. 7. Power switching unit Slock diagram 

Another study has been initiated to establish an e5-  
cient and acceptable method of determining the maxi- 
mum power point of the solar panel source. The study 
will recommend (1) a design that will ensure safe oper- 
ation of the engines throughout the mission, and (2) a 
means of identifying the available maximum power out- 
pct of the panel. 

G. Mars Spacecraft Power System Development, 
H. M. Wick 

1. Introduction 

A two-phase study was initiated to design an improved 
Mariner spacecraft power system for possible future 
Mars missions. The latest system design techniques and 
component technology are being employed to develop 
optimum power systems for both Mars orbiter and flyby 
spacecraft. 

In Phase I, Gel~cral Electric Missile and Space Division 
and TRW Systems were selected to investigate and 
analyze various baseline power system configurations. 
In Phase !! (FY 1969). JPL will select t'he best power 
system design and award a contract for the detail design 
and construction of a power system feasibility model. 

2. General Electric Missile and Space Division 

A contract' was awarded to the General Electric 
Missile and Space Division on Janualy 28, 1'338, for the 
Mars spacecraft power system development program. 
A detailed analysis of the load power profile and its effect 

I 

'JPL Contract 9521.50. I 
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on power system sidng was performed; a partial-shunt 
regulation system was selected for anal*. The solar 
array/partial-shunt system integration investigation and 
the battery/battery charger interface study are continuing. 

A distribution frequency optimization study indicated 
that a change from the presently used frequency of 2.4 
lcHz would not provide d c i e n t  weight savings to war- 
rant its consideration. 

Reliability sensitivity studies indicated that fault- 
sensiq and switchover to redundant devices should be 
considered onlv if their net reliability is equal to or 
greater than -ae reliability of the functions being pro- 
t d  No distinct reliability advantage was detemined 
for fault-sensing the reg~tlatw and inverter seprately or 
as a pair. Fault criteria xwre iden- for the principal 
poweranditioning units. 

Power system reliability modeling was perfarmed on 
the Marinar Mars 1989 system. A similar model is being 
pqmmmed for the shunt system aud a reliability 
comparison will be completed. 

3. nw Systems 

TRW Systems began their investigation and analysis 
efh ts  for the Mars spacecraft power system develop 

ment program on March 4,1906. Mission and spacecraft 
requirements were reviewed and loed power pm0le and 
power distribution/~~~~trol mquhmenb dciined. 

Five power system cmfiguadons were selected and 
are to be subjected'to further detailed analysis to 
determine the optimum system. For these selections, a 
computer program was used to examine 70 baseline 
con0gwaticms. The selection uiteria included weight and 
reliab@ty assessments, madrabtion of solar array power 
margin, and minimum bus voltage excursion. 

H. Plamla y Solar Array Devdopmmt, 
W. A. Horboch 

A report of the objectives and environmental design 
considerations wem reported in SPS $749, Vd. III, 
pp. 11&114. Efforts to date have been in the conmptual 
design and analysis of three feasibility models capable of 
producingnot less than~Wofektr idpoweras l  
the Martian surface (Refs. 1-8). TradesfF studies of weight 
and structural integrity versus expome to the Martian 
en vironment have been conducted. Selection of materials, 
mechanisms, and solar cell panel codgwaticms hrrs 
codhued three appmches have the pdmtid of 
meeting the go& of the program. The eharacterhtk of 
each solar ilrray system are summarized in Table 1. 

Tabk  1. Chamchristies of the solar almy q r h m s  

f 
:I 
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a, 7 TRANSM!TTING ANTENNA ASSEMBLY 

SOLAR ARRAY 

TRUE CENTER 

LANDING RADAR 
SOLAR ARRAY HALF- 

SECTION IN FULLY 
DEPLOYED CONDITION 

Fig. 8. Conical nonhacking array 

2. Nontrocking, hployable, Conical Wt Away The specific power output is based on the equivalent 
power at 1 AU. Taking the power output at the worst- * &Wive of the con'" nmhJiDg array ('@ 8) 
cast rnndition of U )  m ~ / c m s  and, conve- to 1 AU 

is to produce power wit 11 a minimum of deployment 
by ntio of M,10 mW/an. = 0.3P8, mechanisms. The goal i s  to avoid complex mechanisms 

for latitude, slope, &d position corrections and eliminate 156 W/0.3!28 = 780 W 
the need for 3 continuous tracking cauabilitv. This svs- la W/0.3!28 = 580 W 
tm once rrkued its l m k 4  laLcheci * 'bt Thus, the specific power would lie between the range of 
positions, will not require power from the lander system 
for deployment or continuous operation for the mission 780 WA58.44 lb = 13.8 WAb 
life of 1 yr. 580 W/58.44 lb = 10.3 WAb 

As recognized initially in its conception, this array will 
not meet the desired goal of 20 WAb (1 AU) and under 
womt-case conditions will be under the mintmum power 
requirements of 200 W of electricaI power at solar noon. 
In the majoriv of the cases, the power output exceeds 
the minimum requirement of e00 W. The minimum 
power output at the worst-case condition of 46 mW/cmz 
(summer) is 5% low or 190 W, while the best-case 
condition is 35% high or 256 W. The average noon power 
output of the limiting conditiolts is 17% high (eeS W). 
At h i g h  wlar intensities occurring in the spring and 
fall masons,, the power level is above 200 W for all 
CO1PdjtlOng. 

t Tbe -.to-weight rtitk, varies with the p e r  out- 
put of thc array at noon at a Martian location. 

3. Two Solar Panels Hoving Sun Tracking Capabilities 

The objective of the two-panel-oriented solar array 
(Fig. 9) is to provide a three-ads tracking capability. 
In this design, the solar panels are mounted on appocPite 
sides of the s p a d  so that the other two spacecraft 
sides are always ut~)bstructed, and there is no interfer- 
ence with the vehicle antenna system. The design is a 
trade-off against the antenna shadow problem in which 
the total array was sized at 10 circuits over the minimum 
of SO circuits required. 

This system will meet the desired goal of 20 Wflb at 
1 AU and exceed the minimum power of W at solar 
won for worstc88e aditlam. The power output win 
vary, depending on the number of circuits that may 
possibly be shadowed at noon. For the lowest solor 



,TRANSMITTING ANTENNA ASSEMBLY 

Fig. 9. Two solar paneb having sun tracking capc~bilities 

intensity (46 mW/cm2) occurring at the first day of 
Martian smmer, the power output limits are: 

Maximum shadow (30 circuits) = 205.6 W 
No shadow (40 circuits) = 274.2 W 

For the higher solar intensities occurring in the spring 
and fall seasons, the power levels range from 234.4 to 
312.5 W, considerably over the minimum requirement. 

The power-to-weight ratio, based on 1 AU, varies with 
the power output of the panels as a function of shadow- 
ing. Taking the lowest output condition of noon at the 
summer solstice with a solar intensity on the Martian 
surface of 46 mW/cm2 md converting to 1 AU by the 
ratio of 46/140 mW/cmz = 0.328, 

205.6 W/0.328 = 626 W 
274.2 Wm.328 = 037 W 

.Thus, the specific power at 1 AU would be 

vertical boom eliminates the possibility of shadowing 
from the spacecraft body and antenna. This allows the 
minimum number of circuits (30) to be used to achieve 
the required power output of 200 W under worst-case 
conditions. 

Combining the antenna and solar array mounting 
presents a problem in maintaining the point accuracy of 
the antenna when the system is bdeted by wind gusts. 
The vertical boom has been sized to minimize the 
deflection due to wind loads; however, other factors are 
present. The drive mechanisms will have to be designed 
to eliminate, as much as possible, any backlash in the 
gearing, and the latching mechanism of the vertical boom 
will have to be of a self-tightening design. Other factors, 
such as the stability nf the spacecraft body and legs and 
the soil condition of the vehicle landing area, will affect 'he 
antenna point accuracy, but these are unanswerable at 
the present time. 

TIke single-panel-oriented arra) of 30 circuits will meet 
the desired goal of 20 Wflh at 1 AU, and exceed the 
minimum requirement of 200 W at solar noon for 

4. Sdar Panel and Integrated Antenna Systom worst-case seasonal conditions. The power out?& for the 
limiting seasox~al conditions are: 

The objective of the single-panel-oriented solar array 
(Fig. 10) -is to provide s &&-axis tracking capabili~. 
The deployment of the solar panel and antenna on c 

Sumnler noon = B5.6 W 
Ppiing/fall noon = 234.4 W 



ANTENNA ASSEMBLY AND SOLAR ARRAY 
ROTATED 90 dog TO SHOW PULL 
FRONT VIEW 

SOLAR PANEL 

Fig. 10. Solar panel and integrated antenna system 

The power to weight ratio, based on 1 AU, for the by the dust would be catastrophic to the solar array. 
output condition at noon at the summer solstice with a One solution that was considered was to coat all elec- 
solar intensity on the Martian surface of 46 mW/cm2 is trically exposed areas of :he solar cell circuit with filter i 

! 

22.2 W/lb. adhesive. IIowevcr, this method is tedious, virtually 
impossible to guarantee complete protection, and will . 

add considerable weight to 'be solar array. 
5. Solar Cell Covering 

A power Operating On the lLIhan A second consideration was to elim:?ate the cover glass 
surface has a prohbm that is unique and not fciund in and use a semioeanic resinas  hi^ Llating has heen 
space applicatio~ls. Mars has a dus; condition that is - 
considered severe; the dust is assumed to be iron oxide aDevelaped by B. Marke, Lockheed Missiles and Space 3.. Palo Alto, 
and electrically conductive. The electrical shorting caused Calif. 
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developed specifically as a solar cell coating and can be 
applied by spraying. Principh! drawback to this coating 
technique is the inability to c~mpletely insulate a!l 
electrically conducting surfaces. Sprhj? application of the 
coating would not insulate the back side cif the connector 
tab, and dipping the total array is highly Lnpractical. 

The selected method for insulating the solar array is 
by encapsulating the cells with a continuous sheet of 
Tedlar film: Tedlar film is essentially transparent to, and 
unaffected by, solar radiation in the near ultraviolet, 
visible, and near infrared regions of the spectrum. 

The advantages of the film coating for the solar cell 
circuit are: 

under   an tract to NASA, but with JPL technical direc- 
tion, by Electro-Optical Systems, Inc. The &st of h e e  
tasks of this effort was reported in SPS 37-50, Vol. 111, 
pp. 82-92. The second and third tasks are reported here. 

2. Variable-Spacing Tort Vohlclos 

a Dedgr.. Two variable-spacing test vehicles of the 
same basic design but incorporating different sets of 
electrode materials were fabricated. The test vehicles, 
drive mechanism, and supporting structure are of the 
same design as reported in SPS 37-39, Vol. IV, pp. 15-19. 
The first test vehicle had a polycrystalline rhenium emit- 
ter and a polycrystalline molybdenum collector; the sec- 
ond had a va~or-deposited rhenium emitter and collector. 

(1) Total insulation is obtained of all electrical con- ba T~~~ remb, D~~~ typicalofthat taken in this projc=.t 
ductirig surfaces. is shown in Fig. 11, where the voltage output at a con- 

(2) Electrical loss is low due to coating. stant current cf 38 A is shown versus interelectrode 
spacing for both the rhenium-molybdenum and a previ- 

(8) installation is e a s a ~  amm~lished using a space- ously tested plycrysta~~ine rlleniumumrheniUm tea  vehicle 
proven adhesive system. 

(4) Finished coating eliminates gaps between cells, 
which would form p. trap for dust accumulation. 

(5) The coating protects the cells from low-energy 
proton radiation, as the cells will have no exposed 
areas common to typically filtered cells. 

(6) The film has little weight. 

(7) The flexible film, bonded with a resilient adhesive, 
should have better abrasion resistance to the "sand- 
blasting effect" of the dust than the hard surface 
of glass or quartz filters. 
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I. Thermionic Research and Development, 
0. S. Merrill 

1. Introduction 

A program to improve the output performance of 
cesinm-vapor thermionic converters has been in progress 
for several years, The work reported in this article is a 
continuation of this program h d  was performed (Ref. 1) 

'Polyvinyl9uoride & rnanufac3ured by Film M t . ,  E. I. du Pont 
de Nemours and Co., Vernon, Calif. 

= 173S°C 
= 720 i I°C 
= 331 f  1°C 
= 38 A (CONSTANT) 

Re - Re SYSTEM 
Re- Mo SYSTEM 

INTERELECTRODE SPACING, mils 

Fig. 11. Comparison of porformanco of rhenium- 
rhonium and rhonium-molybdmum 

variabio-spacing tort vohiclos 
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(SPS 37-39, Vol. IV), The quantitative dierence between 
these electrode system is of ihe order of 60 mV at the 
optimum spacing of 3 to 4 mils. This lgure demon- 
strates the central thesis of +his program, namely, that 
increased thermionic convertor performance results when 
a higher bare work function (lower cesiated work func- 
tion) collector is used, The bare work function of vapor- 
deposited rhenium at 17S°C ( m ° K )  is 5.08 eT, as 
reported in SPS 37-50, Vol. 111, while that of poly- 
crystallbe molybdenum is 4.2 eV. 

Extensive data !%-ere taken with both test vehicles. 
When operated at high temperatures, the performance 
d the rhenium-molybdenum test vehicle approached 
and eventually reached that of the rhenium-rhenium 
test vehicle and remained com2arable thereafter at both 
high and low temperatures. This was attributed to the 
deposition of rhenium onto the molybdenum collector, 
thus essentially changing this vehicie to a rhenium- 
rhenium test vehicle; however, subsecluent long term, 
low emitter temperature operation of the device res~lted 
in a return to the rhenium-molybdenum performance. It 
is postulated that the deposited rhenium difiused into 
the molybdenum collector substrate. although the device 
has not been disassembled and metallurgical tests per- 
formed to determine if this is indeed the explanation. 
To change the rhenium-molybdenum vehicle into a 
rhenium-rhenium vehicle, and to maintain it as such 
over Sesuable test periods, the rhenium emitter was 
periodically operated at tempeiatures as high as !2U0°C 
for "v (wvith cesium reservoir heater turned 0%) to 

ensure a sufacient and stable rhenium coverage on the 
molybdenum co\lector (believed to be at least two ar 
three monolayers thick). Data from this vehicle match 
those from the rhenium-rhenium test vehicle to 
within 2%, 

Some of the most significant and useful data obtained 
from the test vehicles are shown in Fig. 12, showing, for 
the rheniunrrhenium electrode system, voltage output 
versus interelectrode spacing for a constant load cur- 
rent, constant emitter temperature, constant collector 
temperature, and constant cesium vapor pressure (as 
indicated by constant cesium reservoir temperature). 
Wh5.1 the current and temperatures are held constant 
to within experimental error and when the spacing be- 
tween electrodes is precisely determined, the product 
of the cesium pressure p and the interelectrode-spacing d 
(i.e., pd) at the point of optimum voltage (and power) 
output is observed to be constant at a value of 16.0 k0.8 
mil-torr (Table 2). It can be noted from the curves and 
the tabulated data that the pd product is independent of 
ernitter temperature. The optimum pd product &o 
appears to be independent of the collector and emitter 
materials. It is iurther observed that at the lower emitter 
temperatmts the optimum voltage for given current is 
lower, rnd thc interelectrode spacing is considerably 
larger and less critical; i.e., the optimum voltage is less 
sensitve to variations in the spacing. 

The performance testing of the vapor-deposited 
rhenium-rhenium test vehicle was not successful due to a 
leak in one of the electron-beam welded fiange joints. 
This was discovered after about 120 h of operation. 

Table 2. Summary of pressuro-distance data taken 
from interelectrode spacing versus voltage 

output curves 
- - -  - - 

1 1727 331 
2 1627 331 
3 1527 310 
4 1427 303 

0 2 4 6 8 10 li 14 I6 18 20 22 24 

INTERELECTRODE SPACING, mils 

Fig. 12. Near-optimized voltage output vs lnterolechodo- 
spodng for a henlum-rhenlum mlectrodm system 

at various constant operotlng conditions 
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By comparing data from thla vehicle with those from the 
previous isst vehicles, its performance was observed to 
be i.nconsistent and considerably lower. A second set of 
parts bas since been assembled into another test vehicle8 
and early tests on the second unit show it to be perform- 
ing satisfactorily. Results of the tests will be reported in 
a future article of SPS, Vol. 111. 

3. Fixed-Spacing Vapor-Deposited Rhenium Converters 

a. D d g n ,  Two thermionic converters of planar geom- 
etry empl.oying vapor-deposited rhenium electrodes were 
fabricated. The two converters, designated SN-109 and 
SN-110, are identical to the SN-I01 series converters 
(SPS 3739, Vol. IV). The desiga criteria for these con- 
verters were to have bee: based on the vapor-deposited 
rhenium-rhenium test vehicle data. Since those data were 
lacking, the design criteria were chosen based on data 
from the polycrystalline rhenium-rhenium test vehicle. 

b. Ted rerub. The test data from the polycrystalline 
rhenium-rhenium test vehicle and the data for the cor- 
responding fixed-spacing converters SN-109 and SN-I10 
are compared in Table 3 and in the design temperature 
curves of Fig. 13. The agreement is very close and sug- 
gests that the electrode systems of vapor-deposited and 
1,mlycrystalline rhenium yield nearly equivalent ther- 
mionic performance. 

Converters SN-109 and SN-110 were also tested at a 
higher emitter temperature for additional comparison to 

'Under JPL Contract 952217. 

Table 3. Comparison of performance of converters 
SN-109 and SN-110 with polycrystalline rhenium- 

rhenium variable-spacing test v Jicle data 
(at converter design point) 

blltor hnpera- 
Me, OC 

c.rhn r . u r r d r  
m h m ,  'C 

cdl.dor urfau 
t-pmrahno, OC 

0.2 

DESIGN 
TE 1 1427'C, / a  35.1 A 

= IE25*C, 1 45.7 A 

1.2 

1.0 

0.8 

1.0 I I I I I I I ~ I I I  
0 2 4 6 8 10 I2 14 I6 10 20 22 24 

INTERELECTRODE SPACING, mils 

1 1 1 1 1 1 1 1 1 1  

- f SN-lOL SN-I I0  7 

Fig. 13. Comparison of performance of fixed-spacing, 
vapor-deposited rhenium converters SN-109 and 

SN- 1 10 with polycrystulline rlrenium-rhmium 
variable-rgadng test vehicle 

polycrystalline rhenium-rhenium performance. Their per- 
fonnance a! an em~tter temperature of 173S°C and at 
constant currents of 38 and 60 A (where optimum volt- 
ages were 0.8 and 0.7 V, respectively) was also found to 
be in excellent agreement with the variable-spacing test 
vehicle data for the same conditions, Their pc.rformance 
was considerably off optimum, however, inasn~uch as the 
optimum intereleetmje mwing at this temperature i s  
approximately 3.5 mils. The higher temperature curm 
of Fig. 13 also show this performance cornpatison. The 
interehtrode spacing is a few tenths of a mil larger at 
the higher temperature d~ie to increased expansion of the 
emitter suppori' sleeve and other converter components. 

4. Analysis of Test Vehicle Data 
- 

The primary objective of this task was to formulate a 
theoretical description of thermionic converter perform- 
ance and to correlate it with an ~nalysis of the para- 
metric vehicle data. The effort proceeded sequentially in 
three parts, each part covering one of the regions of 
parametric vehicle operation as defined by Fig. 14. 
Region I is the ebctror spcrce charge region and extends 
from zero i n t e r e l d e  spaciu~ to rhe minimum voltage 
idenMed as the p h  onset point. Region 11 i s  the 
trcuu#fon ragion and extends fmm the plasma onset point 
to t!!e optimum outpt~t point. Region I11 is the posUirw 
column region and e-ds from the optimum output 
point to the right margin of the 1<b9Im and beyond. I 
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L 1.0 -1 

POINT -\ 7- 

I I OPTIMUM OUTPUJ I I I 

 REGION^ I R Y l O N  I REGION n I ; 
0.5 

0 I 2 3 4 5 
d 

INTERELECTRODE SPACING, mils 

Fig. 14. Comparison of experimental results with 
computed results (region I oialyl for a typical 

voltcrge output vs intereledrode- 
spacing cuwe 

This task was directed mainly toward the analysis of 
region I. The fonnulation of the problem arid the analysis 
are give11 in Ref. 1, where the converter is viewed as a 
"double diode* described by Poisson's equation. A com- 
puter program was set up and solutions obtained. A 
c~mparison of the computer solution for region I and the 
test vehicle data is also shown in Fig. 14. The discrr:>,mcy 
in output voltage at low spacings is related to losses in 
lead resistance between the electrode surfaces and the 
point at which the potential was measured, 

1. Campbell, A. r., and Jacobson, D. L., F h l  Report, Thenniovk 
Rsreurch and D t d o p m t  Program, NASA Contract NM 7-514, 
EOS Report 7llBFina1. E ~ c P I  Systems, Iw., Pasadam, 
w., Mar. 1,1968. 

J. Thmionic Converter Development, P. R ~ O V O  
4 e: 
F 1. lnhodudon * 

The development of advanced teclmology thennionic 
converters is continuing at JPL. The series 9 planar 
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converters, built by Thenno Electron Co., are still being 
wed as test vehicles for technical impro'vements. The 
development of this type of converter was discussed 
previousiy in SPS 37-48, Vol. 111, pp. 58-80. 

2. Converter Designs and Test Results 

Measurements performed on converter T-206 pointed 
out that any further improvement in pcwer output was 
lir.~ited by the radiator geometry. This geometry, which 
was derived from the necessity to inc~rporate the con- 
verter into a 1Sconverter solar-heated generator, limited 
the cross-sectional area available for the collecto~ 
radiator heat flow and resulted in excessively hi$ col- 
lector temperatures. The advantages of the application 
of the heat pipe as a collector heat rejection medium 
wexa presented in SPS 37-48, Vol. 111, pp. 6043. 

Converter T-208 was assembled incorporating a 
niobium heat pipe as a collector-radiator structure 
(Fig. 15). The converter was assembled using a rhenium 
emitter and a rhenium collector, the latter consisting of 
a sheet of rhenium vanadium-brazed to the niobium pipe. 
Prior to the assembly, the emitter surface was elcctro- 
etched mci thermally stabilized in vacuum at appid-  
mately 2050°C for 2 h. 

During the tests, it was observed that the performance 
nf converter T-208 was inferior not only to that of 
thennal model T3, which had a collector heat-pipe 
assembly, but also to that of T-206, which used a finned- 
type radiator. Both converters T-IX)6 and T-208 used 
rheniulrr electrodes. The difference in the collector area 
(2.52 anZ for T-206 versus 2.34 cm3 for T-208) did not 
accotmt for the performance reduction. However, the 
collectoi- surface in converter T-208 was further reduced 
to a net electrode area of 2-18 cmZ by a groove cut in the 
collector for cesium vapor distribution and outgassing 
TJlc net ratio of collector areas of these converten was 
C.86, or a 14% smaller area for T.208. Figure 16 indicates 
by dashed line the performance of converter T-206 
reduced by 14% for cxtmparison purposes. 

Examiuatic,? of the results implied that the inter- 
clectrixle spacfrrq in the two converters was Mermt, 
being larser in the case of converter T-.W. Comparison 
of the cesium conduction was made from test data and 
the following empirical formula was used to calcubte thc 
interelectr ode spa :mg: 
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EMITTER CERAMIC SEAL 

HEAT PIPE WALL 

Fig. 15. Converter with collector heat pipe 

where 

d = interelectrode spacing, mils 

A = interelectrode area, cmZ 

Te = emitter temperature, OK 

T, = collector temperature, OK 

A Q / A ~  = slope of cesium conduction curve 

p  = presure, torr 

VOLTAGE Vo. V 

Fig. 16. Converter performance comparison 

Ihe  results of the calculations are presented ir_ Table 4 
for various cesium pressures. These data indicate a 65% 
difFerence in the interelectrode spacing between con- 
verters T-208 and T-206; the actual magnitude of the 
spacing should be larger because only the interelectrode 
areas were considered in the calculations, disregarding 
tne side effects. 

Table 4. Comparison of converters 7-206 and T-208 
af various cesium pressures 

H i  SPACE PROGRAMS SUMMARY 37-51, VO?. 111 

P~~ 

A, emz 

To, O K  

Tc, O K  

nQ/rb, w/* 
d, milh 

d, mih (avmrogm) 

connmr 1-2m 
d I n d l c d  c..rw 

D k n  

2.1 6 

2000 

880 

0.90 

206 

c.n*.rkr 1-206 
ot idkohd e m s u m  

I2 kn 

2 1  6 

2000 

885 

0.50 

2.33 

Dlon 

2.52 

1990 

861 

1.60 

1.29 

2.20 

Illon 

2.52 

1990 

875 

1.05 

1.38 

1.33 



The lower performance of converter T-208 was also 
tentatively related to an overheating of the collector 
surface. Aithough no direct measure of the collector 
surface temperatures could be obtained, the inability to 
reproduce the dynamic curves in steady state pointed to 
an overheated collector. It was te~~tatively attributed to 
an excessive restriction in the vapor channels in the heat 
pipe ct the heat receiving end near the collector. This 
could lead to an excessive temperature drop at the 
liquid-vapor interface and was estimated to be 60 to 
80°C. Corrective measures have been taken in the 
assembly of converter T-209. 

Converter T-m7 was assembled using a rhenium emit- 
ter and a palladium-clad molybdenum collector. The 
configuration of converter T-207 was identical to that of 
converter T-206. This duplication was done to facilitate 
the comparison of experimental data and evaluate the 
performance of the palladium as a collector material. 
Tests were performed at emitter temperatures of 1800, 

and 2000°C. The converter configuration and the 
use of a finned radiator again did not allow proper col- 
lector cooling. The cesium conduction data corresponded 
to an interelectrode spacing of 2.54 mils. Some un- 
certainty exists as to the exact comparison between 
emitter surface temperatures of the two converters, due 
to a possible influence of the electron bombardment 
filament shape and to variations in the location of the 
hohlraum. An approximate 13% difference in the required 
power input, for othenvise similar test conditions, was 
observed between the two converters. This would cor- 
respond toa possible difference in emitter surface 
temperature of approximately 80°C. 

The analysis of the test data indicated that the ap- 
parent cesiated work function of the palladium used as 
collector material in converter T-207 was higher by 
0.037 eV than that of the rhenium utilized in converter 
1'-206. This corresponds to a reduction in output current 
of between 3.9 and 6.1 A or a voltage shift between 
0.030 and 0.044 V, with the current-voltage character- 
istics of converter T-207 to a lower output voltage 
(Fig. 17). 

3. Generator Design 

Because of the necessity of using converters with heat 
pipe collector-radiators, the original design of the multi- 
converter generator had to be modified. The new as- 
sumptions for the generator design are a converter output 

t 
$. of 70 A at 0.80 V and 28 A at 1.0 V, corresponding to a 
P- maximum power point power density of 10 W/cinZ. Two 

01  I I I I I I I I 
Km I s 0  200 2- 300 3!30 4w 450 MO 

BOMBhROMENT POWER. W 

Fig 17. Converter work function comparison 

tests: solar, using an 11.5-ft-dam mirror capable of a 
6770-W thermal input into a 1.60-in. cavity aperture, 
and electron-bombardment heating. A study was made 
for comparison purposes using a 9.5-ft-diam mirror for 
cislunar application. 

Parametric studies of optimum generator performance 
with varying converter complements as a function of 

Table 5. Predicted generator performance data using 
solar and eledro-bombardment heating systems 
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P a a n k r  

Covity aperture 
diomakr, in. 

Covity input, W 

Avliloblm convertmr 
input, W 

Convartar output 
current, A 

Converter output 
wltog., V 

Converter output 
power, W 

Generator output 
power, W 

Abaorbor-gonerotor 
efficimncy, % 

Gemrotor effi- 
dency, % 

Ehctronkm-nm* 
Solor hrotinm s-m 

hooting 

caul 

I .33 

9070 

394 

87.0 

0.70 

61.0 

975 

- 

10.7 

Ground 
1 
diom 

mbror) 

1.61 

6770 

255 

31.0 

0.90 

30 3 

485 

7.2 

- 

sy).m 

caul 

1.33 

8680 

386 

81.2 

0.74 

60.0 

960 

- 

10.8 

i 

Cislunor 
(9.- 
d b m  

m h r )  

1.33 

7800 

31 5 

54.5 

0.87 

47.5 

760 

9.7 

- 



cavity aperture diameter indicated the desirability of 
selecting a 16converter configuration composed of axial 
rows of 8 radially mounted converters. Calc~llations of the 
individual converter total power input requirements, in- 
cluding emitter support conduction, electrical output, 
cesium cc.duction, interelectrode re-radiation losses, 
etc., were performed. These calculations lead to the 
predicted generator performance shown in Table 5. 
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In the case of the ground tests using the 11.5-ft-diam 
mirror, the following assumptions were made: incident 
flux 90 W/fty, reflectivity 88%, shadow factor loss due to 
the vacuum housing of the generator, 5%, and window 
loss 11%. For the 9.Sft-diam mirror for cislunar appli- 
cation, an incident flux of 130 W/ftz was assumed, with 
a mirror reflectivity of 89% and a generator support 
shadow factor loss of 2%. 



V. Guidance and Control Analysis and Integration 
GUIDANCE AND CONTROL DIVISION 

A. Automation of Variational Techniques for 
the Solution of Optimum Control Problems, 
H. Mack, Ir. 

1. Introduction 

Computer programs have been written to completely 
automate the solution of optimal control problems where 
the computation scheme assumes small scale variations 
about a nominal solution. This automation of variational 
techniques will enable the user to solve small as well as 
large scale optimal control problems with a minimum 
amount of programming for each specific problem. Since 
all of the variational equations are derived by a com- 
puter and compiled by Fortran IV with no intervening 
human action, the most time-consuming part as well as 
the greatest source of errors in the solution of variational 
problems has been eliminated. 

2. Description of DEVNEC and QUASI Programs 

The most widely used variational techniques are auto- 
mated by two separate programs. The first program is 
called DEVNEC and is written in the IBM FORMAC 
language, which is currently available on the IBM 7094 

i as an extension of the Fortran IV compiler. DEVNEC 
uses the system equations and the boundary conditions 
as inputs to derive all of the necessary conditions for an 

optimum solution by use of the maximum principle. The 
maximum principle is automated in DEVNEC because it 
is one of the best methods for obtaining the solution 
to two-boundary-value problems that result from the 
formulation of the optimal control problem. This method 
has a significant advantage over the classical calculus of 
variations method and the dynamic prograinming method 
in that the maximum principle can be applied to prob- 
lems where the control is constrained. The second pro- 
gram is caIled QUASI and automates a generalized 
Newton-Raphson method for the solution of two-point 
boundary-value problems. QUASI uses the variational 
equation derived by DEVNEC to obtain a numerical 
solution to the optimum control problem. 

The flow chart in Fig. 1 shows the functions of each 
program in obtaining a solution to the optimal control 
problem. The process starts with the input of the system 
equations 

% = F (x, u, t) 

and the b~imdnry r:onditions at the initial and final times 
(to and t,) 

D (x, u, to) = 0 

G (x, u, t,) = 0 
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Fig. 1. Computer program flow chart showing functions 
performed in solving optimal control problems 

into the DEVNEC program. The numerical value for the 
dimensions of the state and control vectors (x, u) and 
the boundary conditions are also inputs to DEVNEC; 
these dimensions are as follows: 

dim (x) = n 

dim (u) = m 

dim (D) 5 n 

dim (G) < n 

The quantity or performance index that is to be maxi- 
mized or minimized is 

where c is a constant vector. The angular brackets < > 
denote the inner-product operation, where 

and ci and xi are elements of the e and x vectors, re- 
spectively. 
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Using these inputs and the mechanization of the maxi- 
mum principle, DEVNEC computes the adjoint system 
of equations 

where A is the adjoint vector, and then computes all piu- 
tials of the state and adjoint equations, the Hamiltonian, 
and the boundary conditions. The state and adjoint 
equations and partials are output as equations in a sub- 
routine that may be compiled directly by a Fortran IV 
compiler. 

The DEVNEC output equations are compiled in a sub- 
routine called SYSTEM. The SYSTEM subroutine is 
called by QUASI when the optimal control problem 
is solved numerically. QUASI is a mechanization of the 
quasilinearizatioi. or Newton-Raphson technique for 
solving two-point boundary-value problems. This tech- 
nique solves the state and adjoint equations, which are 
usually nonlinear, by solving a sequence of linearized 
state and costate equations. The boundary, transversality, 
and optimality conditions are satisfied by constraining 
their variations to be zero. The quasilinearization pro- 
cess is initiated by a call statement in the user's pro- 
gram that contains an initial approximation to boundary 
conditions and some logic variables that specify optional 
procedures to be taken by QUASI. 

3. Applications and Results 

The prograns DEVNEC and QUASI have been 
checked by applying them to the solution of several 
optimal control problems where the dimensions of the 
systems have varied from 4 to 10. The computer object 
run time for DEVNEC variei from 1.5 min for the 
4-dimensional case to 5 min for the 10-dimensional case. 
The run time for QUASI was dependent on the linearity 
of the system. equations and some of the options offered 
by QUASI. The run time for the 4-dimensional case 
was 25 s and for the 10-dimensional case it was 10 min. 

The mechanization is being tested on trajectory prob- 
lems of dimensions higher than 10, where QUASI at- 
tempts automatically to make trade-offs between run 
time and the amount of storage required. Procedures are 
also included so that QUASI will change its procedure 
automatically for solving a new optimum trajectory. 
These prwedares will drastically reduce the necessary 
computations as the solution converges. 



B. Op)ical Appmach-Guidanea Flight hsibi l i ty goundprocesscd to pr~ducc a spacecraft trajectory 

Demonstration, T. C. Duxbury cstirnate in ncnr-real time, 

Studies indicate that inlprovement can be obtained in 
n Mars-encounter e,lrth-based orbit estimate if infar- 
mation defining the directio~~ from the spacecraft to 
Mars to an ilccrlrilq better than 1 mrad ( I  a) is included 
in the estimate. An optical approach-guidance flight 
feasibility demonstration (SPS 39-42, Vol. IV, pp. 4M9) 
on thc Mariner hlnrs 196!3 mission was to usc an an- 
board pIanct tracker, However, with the ddetion of the 
planet kicker from thc mission (as a result of budget 
constraints), a study was initiated to evaluate existing 
on-board sources clf optical data that could bc used for 
orbit determi;l;~tion. 

2. Planet Tracker 

Thc plnnibt tracker \\*as to give pointing angles to 
SEars during thc EO days bcforc rncountcr, Thcsc angles 
along with spact.craft attitudc information uTcrr. to be 

A planet tracker was built, and data interfaces were 
established between the telemetry data stream in the 
Space Flight Operations Facilities and the optical data 
pre-processing software in the spacecraft performance 
analysis and command area. A draft description of a 
computer program for implementing each data interface 
was written, Equations were derived and documented 
that related the planet tracker measurements to the 
spacecraft trajectory paramcriers and to measurement 
errors. Orbit determination accuracy studies were per- 
formed to define measurement system accuracy require- 
ments. A computer program simulating on-hoard system 
measurements was developed thrr*ugh a contracted effort 
(SPS 3730, Val. 111, p. 104) tn test and evaluate the 
ground prmessing software, 

3. Alternate Sources of Optical bota 

Tl~esr sources includr the fnr-cncauntcr pIanot sensor, 
thc scan platform, thc altitude-control celestial sensors, 

Fig. 2. Two TV rolibmfion targets sirnuluting Mars and sight stars: Ia) 25-dog angle, (6) 75-deg crngle 
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and the TV system. Sufficient accuracy can be obtained cabling \ 4 1  be added in areas where more test points 
using data accumulated over a 24-h period. are available and where more detailed tests are required. 

Studies have also shown the usefulnass ,,* T~ data in The basic control element in all test areas is a small, 

the determination process when Mra is in a c~mmercially available general-purpose computer. A 

frame. The value of the TV data is greatly increased if 
a star is visible in the TV frame a! .ng with Mars. A 
star ( 4  Serpentis) of 3.64 magnitude has a high proba- 
bility of being in the TV field-of-view for trajectories 
having a launch data before March and an arrival date 
between July 31 and August 15. The TV was not spe- 
cifically designed to photograph stars; therefore, it may 
not have the capability of detecting stars as dim as 
4 Serpentis. To aid in determining if this capability exists, 
two test targets (Mg. 2) simulating Mars and eight stars 

P ~ ~ ~ : l ~ ~ P E  
ranging in magnitude from 1 to 5 will be included in the 
TV calibration schedu!e. The large hole in each test 
target simulates Mars, the cross-hair Intersection desig- 
nates the center of the 1a.g hole, and the eight apertures 
about the perimeter of the large hole simulate the 
stars. The geometric relationships between the simulated COMPUTER 

stars and planet have been measured to ascertain the 
accuracy with which the angle between a star and planet 
can be reconstructed from the TV data. 

Selection of the set of optical data sources that pro- 
KEYBOARD AND vide the best orbit determination capability is under CATHODE TUBE 

study; resuIts will be reported in future articles oE the GRAPHIC SYSTEM 
SPS, Vol. 111. 

C. Detlalopment of Computer-Oriented 
Operational Support Equipment, J. P.  Perrill 

1. Objectives RANDOM -ACCESS 
DISK (CAPACITY 

The long-range objective is to develop the guidance z 500 ,000  bits) 
and control operational support equipment (OSE) tech- 
nology to meet the requirements of possible future plan- 
etary missions. Within this objective, the near-term goal 
is to develop an "OSE unified approach concept. This 
concept is to be applied to the three guidance and con- 
trol flight subsystems (electrical power, guidance and 
control, and central computer and sequencer) to provide INTERFACE UNIT 
an integrated approach to subsystem testing in the lab- 
oratory, manufacturing area, system test complex, and 
launch comp1,x. 

2. OSE Unified Approach 

This concept will specify the use of the same basic 
OSE in all test areas where a fight subsystem exists as Fig. 3. Proposed hardware configuration for flight 
an assembled entity. Adaptors, buffers, or additional proiect operational supporl equipment 
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versatile man-machine interface is provided by a cathode 
ray tube graphic system, permitting instant input/output 
access to the user. A test language is provided that re- 
quires relatively little training and is based on user 
requirements rather than computer characteristics. The 
language has on-line response and presents the user 
with the capability of direct control access to the unit 
under test, w i L  automatic checking of responses. Alter- 
ations from mission to mission are expected to be more 
economical than the present method of reworking exist- 
ing OSF hardware. 

The hardware interface unit provides special-purpose 
logic, signal conditioning, and buffering between the 
unit under test and the general-purpose input/output 
channels of the computer. The interface unit is designed 
as a "sample-snd-hold device in both directions, with 
control reserved and maintained by the computer. 
Figure 3 shows the envisioned OSE hardware that would 
form the computer-oriented test system. 

The software functions as an interpreter between the 
test engineer and the unit under test. A primary func- 
tion of the interpreter is to take a user-defined engineer- 
ing language test program and develop the subsystem 
test program while maintaining an error monitoring and 
display capability. 

The software is tailored to a hardware configuration 
of a central processing unit, display and/or typewriter, 
subsystem interface, and bulk storage. The software is 
modillar in concept, real time in operation, and is classed 

as an intcrpreter. Among the attractive features planned 
for this interpreter are: 

(1) A basic set of frequently used, thorouylily checked 
elementary programs that may be selected and 
run by the user with minimal effort. 

(2) Orderly growth of programs obtained by user ex- 
perience and the sequencing of elementary subpro- 
grams. 

(3) A programming language consisting of engineering 
parameters rather than the mnemonics used by 
programrpers. 

(4) The ability to change, update, clear, and insert 
into the existing program on line; i.e., dynamic 
change of the checkout program without the aid 
of an &-line software assembly. 

3. Progress 

The preliminary design of the computer-oriented test 
system is essentially complete. A functional requirements 
document was generated in December 1967, describing 
a feasibility demonstr~+:on model to test a Mariner Mars 
1969 central computer and sequencer (CC&S) spacecraft 
subsystem. This CC&S is considered to be representative 
of future flight project hardware. Preliminary software 
flow charts that incorporate the CC&S as the subsystem 
to be tested have been prepared up to the point of 
machine dependency, and will be completed when the 
particular computer system is selected arid the computer 
procured. 
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VI. Spacecraft Control 
GUIDANCE AND CONTROL DIVISION 

A. SterilizaMe lmrtial Sensors: Gas Bearing 
Gyros, P. J. Hand 

1. Introduction 

The objective of this task is to *rfect a complete family 
of miniature inertial sensors t'at will be capable of with- 
standing botb thermal and giis sterilization without sig- 
nificant degradation of performance. Included in this 
family are long-life rateinkgrating gas bearing gyros, 
subminiature ball bearing gyros, and high-performance 
linear accelerometers. These sensors have potential appli- 
cations m W& .!dva~lirrl ..,acecraft and entry capsule 
attitude controI systems. 

The gas bearing gyroscopes seIected for this effort are 
the Honeywell, Inc. type GG159 and its wide-angle coun- 
terpart, CGPW. The gas bearing gyro does not demon- 
strate any wearout conditions during operation and can, 
therefore, be considered for application on very long 
mMo11~. 

2. Developmental Background 

Experience with the G G l S  gyro began at JPL in 1962 
with the evaluation of a standard production version 
(CG159Bl). Evaluation of the B1 version was followed in 

1963 wlth a development program at Honeywell to im- 
prove the g capability of the gas bearing mote-. The 
iniprovement program resulted in a motor design that 
was capable of passing the JPL shock requirement of 
200 g ped. This environment is required for operation 
on all JPL-designed spacecraft. 

In 1964 the development program was broadened to 
cover: (1) a gyro containing the 200-g motor (GG159(;7), 
(2) a study to develop a gimbal suspension pu~~..p :o 
operate at higher frequencies, and (3) a study to improve 
the gyro torquer efficiency as well as the first attempt at 
a thermally s.t:rilizable gyro (GG159Dl). Knowledge aud 
experience obtained from these study programs and from 
rile E l - 7  wc re used in the redesigned CG15QD2 gyro. 
This gyro succ~~fullv passzd seven sterilization cycles at 
135OC without significant degradation of the bjjxLant 
gyro drift parameters. Worst-case drifts were less thau 
0.5 deg/h. 

During 1968, while JPL was evaluating the D2 gyro, 
Honeywell was developing a wide-angle gas bearing gyro 
(GCi34A). Initial sttempts to develop a low-power 
(4.0 W) spin motor we:e dso m d .  In mid-1988 a con- 
tract for a sterilizablc version of this lins:rumcnt, to be 
known as G G M ,  was released. Later in 1907 work was 
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started for JPL on the GG159E. This gyro will contain 
all the improvements developed since 1962 plus the low- 
power spin motor which was brought tc an advanced 
state of development in the GG334S program. Salient 
~'haracteristics of the GG159E and GGWS designs are 

1L 5 

mnipared in Table 1. 

Table 1. Comparison of gas bearing gyros 

3. Gas Bearing Gyros Description 

The Honeywell type GG159 is a miniature, high-gain, 
single-axis, floated, rate-integrating gyroscope, utilizing 
a hydrodynamic spin-motor bearing. This gyro was se- 
lected for sterilization development because it had the 
greatest potential for surviving the thermal environment. 
(Tile gas film bearing did not suffer from lubrication 
breakdown at the original sterilization temperature of 
145OC). 

Oyrouope 
00334s 

0.40 

2.2 

3.0 

1.1 

Dithered pivot 

and jewel 

-C 3.0 

180 

4.0 

24,000 

100,000 

f 0 .M 
lt 0.46 
f 0.46 
0.01 
0.06 
0.15 

hrarnmr 

Gym gain (input to output), deg/deg 

Diametr. in. 

Length, in. 

Weight, Ib 

Gimhol suspension 

Gimbal freedom, deg 

Operating temperature, O F  

Motor power (at 26 V ims, 

000 Hz). W 

Motor speed, rev/min 

Angular momentum, g-cm2/s 

Drift roles 
0-sensitive (spin axis), dag/h/g 

grensilive (input axis), deg/h/g 

g-insensitive, deg/h 
Random drift (1 a), deg/h 

Ebstic restraint, d.g/h/mrad 
Anisoelaslic coefficient, deg/h/g2 

The spin motor (Fig. 1) is designed to operate on 
2&V rms, 800-Hz power and rotates at 24,000 rev/min, 
producing an angular momentum of 100,000 g-cm2/s. As 
with all hydrniynamic bearings, the rotor is in contact 
with the journal at the start of nlotclr operation, but lifts 
off within a few revolutions. The rotor is then camied ou 
a gas film less than 100 pin. thick. 

Oyrouop. 
0 0 1  59E 

200 

2.2 

3.1 

1.1 

Pumpad fluid 

+- 0.5 

115 

4.0 

24,000 

100,000 

? 0.50 
* 0.46 
+ 0.30 
0.008 
0.06 
0.15 

The spin-motor construction materials are largely 
ceramic except for the magnetic parts and the inertia 
ring. To prevent scuffing or abrasion between rotor and 

54 

INERTIA RING 
(TUNGSTEN ALLOY) 

Fig. 1. Miniature gas bearing spin motor 

journal during starts and stops, the ceramic materials are 
made very hard and are highly polished. 

The gimbal structure, which carries t l~e  spin motor, is 
also made of ceramic to provide matching thermal expan- 
sion characteristics. This gimbal is floated at neutral buoy- 
ancy in a dense fluorolube fluid. The GG159 uses a very 
low viscosity fluid which allows a high input-to-output 
gain to be obtained at the gyro gimbal. A normal gain of 
200 at llS°F operating temperature is developed. The 
floated gimbal of the GG159 is also suspended by pump- 
ing the same fluid through controlled orifices between the 
gimbal and the outer case. 

The flotation fluid in the GG334S is very viscous and, 
therefore, supplies large damping forces to the gimbal. 
The GG334S gain is 0.40, allowing the gyro to store an 
input angle of 27.5 deg. This flotation fluid is too kiscous 
to allow pumping in the manner of the GG159. The gimbal 
suspension of the GG334 is more conventional in that 
pivots and jewels are used; however, the jewel is oscil- 
lated by a piezoelectric dither plate to eliminate static 
friction from the suspension. In both gyros, the outer case 
is made of conventional aluminum alloy with an integral 
heater and temperature sensor attached. 

The GG159E is the cwlmination of the effort to perfect 
a gas bewing gyro for spacecraft operation. The GG334S 
will contain the same hpr~~-~r:xnents as the GG159E but 
will be capable of storing up to k7.5 deg of input s ~ g l e  
information directly on the gyro gimbal without requiring 
the large integrating capacitors which the present Mariner 
spacecraft uses. 
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4. Status 

Final fabrication of both the GG159E and the GG334S 
has been delayed due to a moisture contamination prob- 
lem within the gimbal. This has been solved by redesign 
of the journal bearing to cause gas to flow through the 
bearing. Evaluation of both types of gyros wiU take place 
at both JPL and Honeywell during the latter half of 1988 
and early 1969. Performance data will be presented in 
future editions of the SPS, Vol. 111. 

B. Analysis of Ion Thruster Control Loops, 
P. A. Muekr and E. V. Pawlik 

I. Introduction 

Data on electric propulsion systems indicate ion 
thrusters to have several nonlinear properties that make 
the use of computer simulation and analysis quite attrac- 
tive. Computer studies have been performed on controls 
for a thruster suitable for use as primary propulsion of a 
spacecraft for deep space missions (such as a Jupiter 
flyby'). 

These computer studies have been performed for 
thruster controls and power matching that have been 
previously proposed for a thruster employing an oxide- 
coated cathode (Refs. 1 and 2). In the proposed control 
scheme, two control loops are utilized to maintain the 
thruster at a desired operating point (thrust) despite 
variations in cathode emission, vaporizer porosity, and 
thruster thermal emissivity during the thruster operating 
lifetime that may be as long as 10,000 h. In addition, the 
relationship between the two thruster control loops is used 
to indirectly specify the mercury propellant flow rate to 
the thruster. 

The computer simulation was performed with Digital 
Simulation Language 90 on the IBM 7094 computer. 

2. Computer Simulation Model Considerations 

The thrust is approximately proportional to the product 
of the ion beam current Is and the net acceleration volt- 
age. Typical power conditioning and control loops for the 
20-cm-diam thruster being simulated are shown in Fig. 2. 
For the present system the net acceleration voltage, the 
output of supply V5 (the high-voltage screen supply), is 
held constant and the ion beam current is commanded to 
operate over a two-to-one range corresponding to 0.5 to 
1.0 A. Other fixed value supplies are V1, V4, and V6, which 

i are the electromagnet supply, the arc or discharge voltage 
5 
! '1975 Jupiter Flyhy Mfuaion Using a Sohr Electric Propulrfon 

Spucemaft, Mar. 1988 (JPL internal document). 

R 

SPACECRAFT GROUND 

Fig. 2. Power conditioning and controls block diagram 

supply, and the high-voltage accelerator supply, respec- 
tively. These fixed values simplify the control loops to 
those presented in Fig. 3. Supplies V2 and V3 are the 
two controlled supplies, the vaporizer supply and the 
cathode suppiy, respectively. 

Figure 4 presents the thruster ion chamber nonlinearity 
for a typical thruster. The straight lines for constant ion 
chamber or arc current I., approximate the curved lines 
obtained from a characteristic mapping of a thruster 
which is not operating at maximum efficiency (Ref. 2). 
Characteristics of an optimized thruster have constant I ,  
lines that have negative slopes at low propellant utiliza- 
tion values. (This condition is also being studied.) For 
the nonoptimized thruster, the straigl~t-line approximation 
is accurate for points where propellant utilization (the 
fraction of mercury propellant ionized and acceleiated as 
the ion beam) is 0.8 or less. For higher values of utilization 
the constant I,, lines have greater slopes. Operation at a 
constant utilization value implies a unique combination 
of beam current a;ld arc current (except where utilization 
is 1.0). This unique relationship is the function generated 
in the block, "Arc Current Reference." The particular 
function chosen depends on the propellant utilization 
value desired. All simulations to date have been at 0.80 
utilization which is indicated by the heavy line in Fig. 4. 

Without the controllers in the arc loop, the loop has 
one time lag of approximately 120 s due to the cathode. 
Nonlinearities cause the gain to vary by as much as a 
factor of 4, depending on the thruster conditions and the 
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MAGNET SUPPLY PERTURBATIONS 

BEAM 

Fig. 3. Block diagram of two ion thruster control loops 

4 
MERCURY MASS THRUSTER 

BEAM CURRENT 
BEAM CURRENT 

degradation with use of the cathode. Without the con- 
troller in the beam loop, there are time lags of 0.02 s in 
the thruster manifold and from 120 to 600 s in the vapor- 
izer. Gain variations attributable to component nonlineari- 
ties are on the order of 2. 

i CONTROLLER VAPORIZER FLOW RATE ION CHAMBER 
Itl 

CURRENT 
- 

AND VAPORIZER 
- AND b - D 

MANIFOLD m NONLINEAR 
REFERENCE SUPPLY CHARACTERISTICS 

3. Controllers 

Several controllers have been studied for the two arc 
loops, including simple gain factors (proportional), type 1 
or integral, and integral ~ 5 t h  lead compensation. Propor- 
tional and integral xith lead appear most promising. 
Similar controllers are being considered for the beam 
loop. With ideal components used in the controllers, stable 
perfomance with 0.1% beam current error (difference be- 
tween the mecified and the actual beam currents) and 1% 

parameters remaining constant. These parameters include 
the magnetic field, discharge voltage, screen voltage, and 
accelerator voltage. Deviations from these fixed values 
introduce variations in the ion chamber characteristics. 
The regulation of the power supplies, therefore, becomes 
an important consideration. Variations of the fixed out- 
puts of the electromapet supply, the high-voltage sup- 
plitn for maintaining the voltage between the grids of the 
ion kxtraction system (the sum of the screen and accel- 
er:?i:~r voltages), and the discharge of arc voltage supply 
(V.' , V5, V6, and V4, respectively) are the important per- 
turhations. The predominant effect of the variation in 
po,wer supply output is a translation effect in the charac- 
teristics. The dashed lines in Fig. 4 indicate such a shift 
due to a very small perturbation and are explained in the 
folll wing paragraphs. 

utilization &or  (difference between the desired 'and thr '1 Ale computer was again used in determining the per- 
appears to be realisticd~ turbation A factor was d c d a t d  

Drift, offset, and other errors associated with the con- 
for each of the supplies using the experimental data 

trollers' electronics, are being considered as the mmputcr obtilined for large differences i . ~  supply outputs. These 
simulation becomes more complete. factors were introduced into the simulation program and 

computer runs were made for rt lW errors on the outputs 

4. Ion Chamber Perturbation Studies 
)f the power supplies. 

! 
The model of the thruster io3 chamber nonlinear char- While perturbations were introduced, the closed-loop 

acteristics presented in Fig. 4 depends on other thruster !,ystem maintained the set point values of ZA and Ze. How- 
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MERCURY MASS FLOW RATE m ,  g/h 

Fig. 4. Typical ion chamber nonlinear characteristics 

: ever, the set point values in this situation no longer de- 
; fined the specified propellant utilization. Because of both 
; the slight slopes in the ion chamber characteristics and 

the large perturbation factors, small variations in supply 

i: 
outputs resulted in large variations in propellant utiliza- 

c tion. The worst-case variations obtained for the electro- 
magnetic supply, high-voltage, and arc-voltage errors were 

' 2, 1.5, and 0.5%, respectively, with propellant utilization 
errors of 0.05 in each case. All three supplies have the 
same effect so that the error can be additive; i.e., if the 
three supplies had the above errors, the utilization enor 
would be 0.15. An error of 0.15 in the utilization when 
the set point is 0.80 is an error of 18.8%. The dashed lines 
in Fig. 4 are for this case. 

E To minimize the susceptibility of propellant utilization 
a such perturbations, greater characteristic slopes are 
desirable. One method of achieving this is to run at a 
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higher value of utilization since, as previously mentioned, 
the true thruster ion chamber characteristics have a 
greater slope by a factor of 3 or 4 in the utilization range 
of 0.9 to 0.95. This was not considered in the computer 
model since 0.80 utilization was the designated set point. 

5. Arc Reference Perturbations 

The arc current reference function generator is also a 
critical con~ponent in determining the tolerances in pro- 
pellant utilization. An error in the reference has the same 
effect as an error in the arc current itself. Computer sirnu- 
lation resulted in a worst-case error of 7.5% in utilization 
corresponding to a 1% error in the arc reference. Since the 
arc reference is a criEcat factor, it must be maintained 
with much better stability than 1% if the propellant utiliza- 
tion errors are to he kept within a realistic range of a few 
percent. 



6. Conclusions 

Several conclusions can be drawn from this study of 
throttled ion thruster controls. Stable ion thruster per- 
formance is feasible with a beam current error limitition 
of 0.1% and a propellant utilization error limitation of 1%. 
Errors of a few percent in the &ved output power supplies 
may cause utilization errors 10 times as large. Arc ref- 
erence errors of 1% nlay yield propellant utilization errors 
of 7.5%. Thruster performance in the utilization range of 
0.8 to 0.95 merits further investigation. 
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C. Powered Flight Control Systems, 
R. I. Monkovitz 

1. Introduction 

The original objective of this task was to develop non- 
linear digital computer programs for various powered 
flight control systems, and to utilize these programs to 
perform parametric trade-off studies that could be used 
to select optimum systems for given requirements. After 
completion of a six-degree-of-freedom program for a 
gimballed-engine (chemical propulsion} autopilot systenl, 
the objective was revised, due to budgetary constraints, 
to the study of the attitude control of an electric- 
propulsion-powered (ion engine) vehicle, during the pow- 
ered fight phase. This work was directly applicable to 
an Advanced Technical Studies task related to a solar 
electric-powered spacecraft mission to Jupiter. 

2. Basic Considerations 

Trade-off studies have been conducted for the attitude 
control of an electric-propulsion-powered vehicle. A com- 
plete six-degree-of-freedom digital computer simulation 
has been developed and used to evaluate the following 
basic concepts. 

(1) Three-axis cold gas control. 

(2) Two-axis engine translation with third-axis cold gas 
control. 

(3) Tweaxis engine translation with engine gimballing 
for third-axis control. 

In addition to the basic concepts, a hot gas system (resist* 
jets) was considered in place of the cold gas system. Solar 
pressure controI augmentation was also considered by 
rotating the solar panels (panel trim) to obtain solar 
torques. As a result, the ddrd alternative (3) was chosen 
as the baseline configuration. This configuration reduces 
the gas usage to zero for powered flight control, and only 
requires a total of 20 1b of cold gas during the non- 
powered phase. The hot gas and panel trim alternatives 
were rejected on the basis that the significant increase in 
complexity does not result in a significant reduction in 
stored-gas weight. 

A basic control law has been developed and analyzed 
for the chosen configuration and has been demonstrated 
to pr- vide stable operation. 

3. Functional Description 

During the powered flight portion of a solar electric 
mission, the spacecraft must remain sun-Canopus-oriented 
and have the ability to point the ion engine thrust vector 
over a 180-deg angle in the ecliptic plane, even when out 
of the ecliptic plane by as much as rt3 deg. A total thrust 
vector pointing error (in celestial coordinates) of less than 
1 deg is desired. 

a. Three& attitude control. The method selected for 
providing three-axis attitude control during that portion of 
powered fight when more than one ion engine is operat- 
ing consists of a two-axis, bi-directional engine-translation 
system with third-axis control (thrust vector axis) pro- 
vided by gimballing the outennost ion thrusters on 
the engine array (Fig. 5). The ion thruster gimbals are 
single-degree-of-freedom with opposite thruster gimbals 
slaved to each other. If one of the outermost thrusters 
should fail, control is switched to the other opposite pair. 
The baseline control system requires +lo-deg gimbal ex- 
cursions and +12-in. translator travel. Both the translator 
and gimbals are stepper motor-controlled, with resolu- 
tions of 0.005 in./step on the translator and 0.1 mrad/step 
on the gimbals. Maximum stepping rate for all systems is 
50 steps/second. All control loops are passively compen- 
sated and do not require gyro signals. 

b. Cold-gaslion-engine dtchover.* lTpo11 completion 
of the Canopus acquisition phase, the ion engines are 
activated. A 5-min duration is allowed to permit the en- 
gines to achieve full thrust. During this period, the hms- 
lation and gimbal systems are inactive, and the cold gas 

'See also: Section E, "Extended Mission Conhol Systems Develop 
ment." 
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Fig. 5. Powered flight control using two-axis 
translation and third-axis gimballing 

system maintains attitude control in the presence of thrust 
vector misalignments. At the end of this 5-min period, 
the engine control systems are activated, and the cold 
gas control system deadbands are increased from k0.5 
to +3 deg. Under normal operating conditions, the engine 
translation and gimbal systems will be operating within 
the deadband of the gas system. If, however, a large dis- 
turbance should cause loss of acquisition, the ion engines 
will be deactivated and the celestial references reacquired 
using the cold gas system. 

In the limit cycle mode, the engine control system 
stepper motors will pulse at a maximum rate of 1 pulse/ 
32 s. The average deadband size is approximately +I 
mad. The control system can recover from a 3.0-ft-lb-s 
torque impulse without losing celestial lock. 

without losing the celestial references. As in the case of 
the in-plane pointing angle, the out-of-plane angle is 
supplied by a stored CCBrS program. This angle is 
resolved into sensor bias signals without the use of 
trigonometric functions. 

A functional block diagram of the attitude control sys- 
tem during this phase is shown in Fig. 6. Since the engine 
control axes will, in general, not coincide with the space- 
craft axes, a coordinate transformation is required to 
convert error signals from the spacecraft axes to the con- 
trol axes. Since the engine pointing angle varies through- 
out the powered fiight phase, the variable transformation 
mixing matrix is mechanized with resolver? The resolved 
error signals are sensed by the control systems, and trans- 
lation and gimbal deflections of the thrust vector produce 
the three spacecraft body control torques. The control 
torques act through the spacecraft struct,lral dynamics to 
counteract the disturbing torques and produce the error 
signals B,, B,,, 8,. 

Reduced thrust mode. During the latter portion of the 
powered flight phase, only one ion engine is operating. 
Since this engine is centered about the spacecraft center 
of gravity by the translator, engine gimballing can no 
longer provide thrd-axis control. During this phase, the 
gimbal control system is deactivated, and the co!d gas 
system is used to contrd the torques about the engine 
axis. The only disturbance torque generated by the single 
engine is due to swirl of the ion stream (engine misalign- 
ments are removed by the translator), so that only a small 
amount of cold gas is required during this phase. 

4. Control System Analysis 

c. Orientation of the thrust vector. Some of the powered flight attitude control mechaniza- 
tions that were considered for this phase ale: 

FuU thrust mode. Nominally, the spacecraft x-z plane 
is co-planar with the ecliptic plane. To meet the require- (1) Three-axis cold gas control. 

ment of 180-deg angular freedom in pointing the thrust (2) System (1) with solar  ane el trim. - - . .  - . . 
vector in the ecliptic plane, the ion engine array is 
mounted on a single-degree-of-freedcm platform which (3) Two-axis translator control plus cold gas third-axis 

can rotate 180 deg in the spacecraft x-z plane. The control. 

position of this turret will be changed in increments (4) System (3) with solar panel trim. 
(< 0.1 deg) determined by a central compiter and se- 

(5) Two-axis translator control plus gimbal third-axis quencer (CCdrS)-stored thrust poinung program. 
conh crl. 

The +3-deg out-of-plane pointing capability is mecha- (6) System (5) with solar panel trim. 
nized by appropriately biashg the pitch sun sensor and 
the Canopus tracker error signals. Thus, the spacecraft 

(7) Any of the above systems using heated Np (resist0 

itself is rotated about the pitch and roll axes to point the 
jets). 

thrust vector. Utilizing sensors with &&deg linear fields The three basic systems are (I), (3), and (5). For those sys- 
of view enables the spacecraft to perform these turns tems requiring cold gas for control, the options of heating 
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Fig. 6. Attitude control system during thrust phase 

the gas to increase the N, I , ,  and tilting the solar panels The third, baseline, mechanization, which requires a 
to balance the disturbance torques were cansidered. 20-lb gas weight, uses a two-axis translator with gimballed 

engine third-axis control. Cold gas is only used for acquisi- 
To permit an evaluation of these systems, a digital conl- tions, cruise (nonpowered flight), and for third-axis con- 

puter program was used to determine the attitude control trol during that portion of the powered flight phase when 
gas storage r~quirements for each system during a 1200- only one engine is operating. Neither heated gas nor solar 
day mission. panel trim is required for the baseline mechanization. 

-- 

--4 

i 

3i - 

The mission gas storage requirements for each system 
is presented in Table 2. The use of a gas system for three- 
axis control. assuming a 0.1-ft engine array center of 
gravity offset and a 1-deg engine angular misalignment, 
was eliminated immediately due to excessive gas weight. 

TORQUE 
GAIN 

MATRIX 

YAW 
SUN SENSOR 

COORDINATE 
4 TRANSFORMATION 

MIXING MATRIX 

For the system using a two-axis translator plus gas sys- 
tem third-axis control (assuming a 1-deg engine angular 
misalignment), the only case that appeared feasible from 
a gas-weight standpoint required hot gas and solar panel 
trim capability. Corlsidering the added weight, the de- 
crease in reliability attendant with rotation of eft- long 
solar arrays (as well as structural dynamics problems), 
and the lack of long term flight experience with hot gas 
systems, this mechanization was eliminated. 

I 

I 

VOLTAGE-CONTROLLED 
OSCILLATOR 

7 

The basic control loop for either the translator or gim- 
bal system is shown in Fig. 7. The input is a podtion 
signal from a celestial sensor, referenced to spacecraft 
axes. An attitude bias, in the form of a dc voltage summed 
with the sensor output, may be present to orient the space- 
craft out of the ecliptic plane for thrust vector pointing. 
The sensor signals are mixed in a transformation matrix 
to go from spacecraft axes to engine axes. The matrix is a 
function of the angle y,  which is the ecliptic plane engine 
pointing angle. The engine-referenced error signal is used 
to drive a voltage-controlled oscillator (VCO), yielding a 
variable frequency pulse train that is used to drive a 
stepper motor. Thus, the stepper motor rate is propor- 
tional to the error magnitude. The motor is used to drive 
either the translator platform or the engine gimbals to 

ENGINE 
TRANSLATION 

LOOP 
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Table 2. Attitude control gas storage requirements 

DISTURBING 

DYNAMICS 
RESTORING 

p q  
TRANSLATION 

ksic sysBm 

Three-axis cold gas 

TWQ-axis translator 
plus sald gas 
third axis 

Two-axis translator 
plus gimbol third 
axis 

T 

MOTOR COMPENSATION 

Hot gas, Ib 

VOLTAGE-CONTROLLED 
OSCILLATOR DEADSPACE 4 

TRANSFORMATION zER 
MIXING 
MATRIX AXES 

Cold gas, Ib 

No panel 
trim 

-650 

51.5 

15 

Fig. 7. Basic translation or gimbal control loop 

No panel 
trlm 

-1 100 - 
85 

20.4 

?anel 
trim - 

-500 

35.2 

15 

produce restoring torques. These act on the structure, 
which includes the dynamics of the solar arrays. 

Pond 
trim 

-800 

56 

20.4 

Compensation networks are required to stabilize the 
loops, and since gyros cannot be used for extended dura- 
tions, passive rate compensation must be employed. 

The electronics required for the control systems are 
mechanized with linear and digital integrated circuits, 
employing triple modular redundancy for increased reli- 
ability. Redundant sun sensors are employed, and it also 
appears desirable to employ dual Canopus trackers which 
can be switched by ground command. 

Since the translator and gimbal positions (and thus the 
restoring torques) are a discrete function of time, the 
steady-state behavior of the control loops will be a limit 
cycle of nonlinally +1 step about the balanced torque 
point. 

To analyze the control loops for the large signal mode, 
linear analysis methods were used to approximate the 

nonlinear loops. Considering the baseline codguration, 
it can be shown that the sampling rate (VCO output) of 
the actual loop is sufficiently high, in all modes except the 
steady-state limit cycle, to permit the use of linear analy- 
sis for preliminary investigations. Digital computer simu- 
lation progranis were constructed to verify the analysis. 
Some of the major problems in mechanizing these loops 
are: interaction with the solar panel structural dynamics, 
passive rate compensation alone, and sensor noise. 

The block diagram of a single-axis translator control 
system is shown in Fig. 8. Compensation (lag) is placed 
in the feedback loop, as opposed to lead compensation in 
the forward (sensor) loop, to minimize problems due to 
sensor noise. In addition, the sensor output is fed through 
a deadspace which is sufficiently wide to reject the am- 
bient tracker noise at null, thus preventing stepper motor 
dither. A combination of positive and negative feedback 
is used to minimize steady-state error in spacecraft posi- 
tion. The structure (solar array) dynamics are modeled as 
a fourth-order polynomial, with coefficients chosen as a 
function of the spacecraft confipration. A first-order lag 
is associated with the sensor sigllals to model the effects 
of noise filters. 

The gimbal control system block diagram is also shown 
in Fig. 8 and is analogous to the translator loop. The 
stepper motor output is proportional to gimbal angular 
position, wflich acts through the engine thrust Fo and 
moment arm Lo to produce restoring torque. 

To optimize the compensation networks and determine 
the operating point for the system, a digital computer 
root locus program was used to analyze the open-loop 
transfer function. 

The major parameters for the translator and gimbal 
loops are shown in Table 3. Many of the parameter values 
were dictated by hardware constraints, such as: 

(1) A high stepper motor rate (SLEW) is desired. To 
achieve good dynamic response, 50 steps/s is con- 
sidered a reasonable value for a magnetic detent 
stepper motor. 

(2) It is desirable to minimize the step size to achieve 
accurate attitude control. The values chosen for K, 
are within hardware capability. 

(3) The translator and gimbal limits (a,.. and a,,,) 
were chosen as largc as possible (to maximize 
restoring torque capability) within the stn~ctural 
limitations. 
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Table 3. Translator and gimbal control 
system parameters 

Coloatiol aonae* y i n  K,. V/rod 

Coloatiol sensor log 71, a 

VCO goin Kv,  atopa/a/V 

Morimum stopping rot* SLEW, 
atopa/a 

Stopper motor goor troin gain K m ,  
ft/atop 

Stopper motor goor troin goin K,, 
rodlatop 

foodbock goin K r ,  V/ft 

focdbock goin K r ,  V/md 

Positive foodbock lag 7 ~ ,  a 

Nogotivo feodback Iood 71, s 

'4ogotivo foodbock log r,, a 

Morimum tronalotor ercursion 

8".X, f l  

Morimum gimbol ercuraion an,.., deg 

(4) The sensbr deadband (DB) is chosen sufficiently 
large, so that tracker noise will fall within its h i t s .  

k Worstl-ase tracker noise, when acquired to Cano- 
@, pus, is estimated at 0.53 mrad peak to peak. The 
4; deadband width is chosen as *l mrad. 
@%. 

Minimum translator orcursion 

8on81fi, ft 
Minimum gimbol excursion 8.,1., dog 

Ion ongino thrust F, Ib 

Ion engine thrust Fo (2 onginor), Ib 

Spococroft inertio 1, slug-ft' 

Coofficienta of structurol dynomica 
model M a  

Coefficients of structural dynamics 
model MI 

Coofficionta of struclurol dynamics 
model MI 

Coofficionta of atructurol dynamics 
mdal  MI 

Coofficienta cf atructurol dynomicr 
model N, 

Cooftitients of atrucrvrol dynamics 
model NI 

Coofficionta of atruclurol dynomirc 
model NS 

Coofficionta of structural dynamics 
model NI 

Di1ton.e from engine gimbal to orroy 
contor of gravity Lo, ft 

Coloaliul aonaor d ~ d b a n d  DB 
(oquivolont to 1 mrod), V 
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(5) The sensor filter time con .tant (7,) is chosen to 
achieve the noise iigure indicated above. 

- 1 

- 
0.01-0.06 

- 
15.00dM.oo0 

6.34 

0.08 

5.04 

0.032 

0.73 

0.08 

2.8 

0.032 

- 

I K8X10- '  

(6) The ion engine thrust range for the translator (F) 
covers the range from one to four engines operating 
from full to throttled-back thrust. The engine thrust 
range for the gimbal system (F3) covers the throt- 
tling range of two engines. 

.-- 

- 10 

-- 
0.02-0.03 

1 5 H , W  

6.34 

0.08 

5.04 

0.032 

0.73 

0.08 

2.8 

0.032 

I .25 

K.  X lo-= 

(7) Since the engine bank can rotate 180 deg about the 
spacecraft yaw axis, both the translator and gimbal 
systems must be able to operate over the full range 
of spacecraft inertias ( I ) .  

(8) The torque moment arm (Lo) for the gimballed 
engines is determined by the engine diameter and 
engine mounting positions. 

(9) The coefficients of the linear structural dynamics 
model (Ms and Ns) are calculated by a computer 
program. A solar array natural frequency of 0.1 Hz 
and a damping ratio of 0.005 were used, represent- 
ing worst-case conditions. 

Froin a closed-loop Bode plot (at a dc gain of 4 X 
the control bandwidth can be determined as 0.005 Hz. 
The effect of the panel dynamics occurs at 0.1 Hz. 

To verify the performalice and stability of the systems, 
a six-degree-of-freedom digital computer simulation pro- 
gram was constructed. Simulation results indicate stable 
operation over the gain variations anticipated (12:1 gain 
change due to thrust and moment of inertia variations). 

The simulations also indicated that, with a k5-deg 
sensor field of view and with minimum engine thrust, 
the control loops could maintain the spacecraft orienta- 
tion when subjected to a 3-ft-lb second-torque impulse 
about all axes (corresponding to a step anjplar rate of 
20.1 mrad/s in ail axes). 

Further discussion of the results of th9 six-?eg*ee..of- 
freedom simulation will be presented in a f r  eJition 
of the SPS, Vol. 111. 

D. Spacecraft Antenna Pointing for a 
Multiple-Planet Mission, G. E. Fkischer 

Current preliminary studies of a gravity-assist mission 
(Gland Tour) to the Jovian planets (Jupiter, Saturn, 
Uranus, and Neptune) have included a rather brond look 
at the spacecraft high-gaiu antenna pointing problem. 
Several different pointing systems are being compared on 
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the basis of their contributions to total communications 
system weight, power, and performance. A cone-clock 
type pointing system is briefly described here. 

For the case in which the high-gain antenna is assumed 
to be articulated with respect to the spacecraft in one 
degree of M o m ,  two-degree-of-freedom earth point- 
ing can effectively be achieved through the use of a 
spacecraft-fixed Canopus sensor whose field of view is 
electronically biased in clock angle (in addition to the 
present bias capability in cone angle). Thus, the clock 
angle degree of freedom is provided by the roll attitude 
control loop at relatively little cost in terms of weight and 
power. The antenna's degree of mechanical freedom quite 
naturally then becomes a rotation about an axis perpen- 
dicular to the spacecraft roll axis (Fig. 9). Antenna rota- 
tion is conblled by a stored program that generates the 
proper angular functiok; of time (earth's cone angle). The 
result is a cone-clock type of pointing system with a 
limited capability (+I5 deg) for biasing the Canopus 
sensor view in clock angle. 

Due to this limitation in clock angle rotation of the 
spacecraft, an inherent pointing error wcurs as the appar- 
ent earth back p g e s  near the sun. Assuming all other 
pointing errors are negligible, that portion of the earth 
track outside of the region in which clock angle freedom 
is available for antenna pointing cannot be seen with 
zero error. 

Assuming that very accurate pointing is not required 
during the earlier portions of the Grand Tour, the effect 
of a relatively coarse prog; m of Canopus sensor clock 
bias angle wag investigated and the result plotted in 
Fig. 1.0 Fourteen bias-angle updates of the clock angle 
are providd for the entire Grand Tour mission. Of course, 
the effects of spacecraft attitude errors, mechanical rnis- 

* alignments, cone angle program errors, etc., on total point- 
ing error have not been included in Fig. 10; only the error 
resulting from a discrete and limited clock angle rota- 
tional capability is given. 

E. Extended Mission Control Systems 
Development, 1. McGlinchey 

1. Introduction 

The extended mission co~~trol systems development 
study is a new task for FY 1m. During the &st quarter, 
a project was started to study the attih~de control of 
vehicles utilizing electric propulsion ;ems. ';he scope 
of this work was directly applicable to an Advanced Tech- 

nical Studies task related to a solar electric-powered 
spacecraft mission to Jupiter. 

Providing attitude control f~ a solar electric spacecraft 
poses many new and unique configuration and design con- 
siderations not encountered previously. The mass and 
inertial properties of solar electric spacecraft pose unique 
problems with regard to sizing the coi~trol capability of 
the attitude control system, due to the constraints posed 
by dynamic interackion. The Jupiter spacecraft has inertias 
on the order of 15.000 slug-ft2 about the pitch and yaw 
axes and 30,000 slug-ft2 about the roll axis. These large 
inertias require a much higher control torque level to pro- 
vide reasonable acquisition tirnes and recovery from dis- 
turbances. In addition, the change in inertias (60:l) after 
solar array deployment requircs that the attitude control 
system have a very large dynamic range. 

The deployment of large solar anays (1500 ft2) can 
introduce disturbance torques that could cause such 
severe interaction with the attitude control system that 
the solar array structure and the deployment procedure 
would be adversely affected. Detailed structural analyses 
are required to evaluate this problem. At present, no 
detailed inf~rmation is available regarding the structural 
properties of so;;r electric spacecraft. In this article the 
results of the attitude control system study are based on 
a linear lumped parameter mode! of the solar array struc- 
tural dynamics, with the remainder of the spacecraft con- 
sidered as a rigid body. On this basis, the baseline attitude 
control system was designed to be compatible with the 
structure. However, considerable analysis must be done 
to fully investigate and model all possible adverse struc- 
tural resonance modcs tlrat can affect the attitude control 
of this type of spacecraft. 

In addition to structural interaction, incident solar radi- 
ation on the large solar arrays can reduce significant 
disturbing torques on the spacecraft. Similarly, gravity 
gradient disturbance torques can be significant in the 
vicinity of the planet, especially a planet the size of 
Jupiter. In the case of the Jupiter mission, the attitude 
control system was configured for worst-case solar pres- 
sure and gravity gradient unbalance torques. 

Several alternate attitude control configurations for the 
Jupitcr spacecraft were examined during the course of 
the study. The following discussion describes the baseline 
attitude control system for the nonpowered flight portion 
of the mission. Attitude control during the powered flight 
phase is described in Section C. 
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2. Baseline Configuration Functional Description 

a. General attitude control requirements. The basic 
requirements for the attitude control of the spacecraft are 
as follows: 

(1) Provide initial rate removal and stabilization of 
the spacecraft following separation and solar panel 
deployment. 

(2) Acquire celestial references (sun and Canopus). 

(3) Provide thrust vector orientation and maintain a 
stable attitude during the thrust phase. 

(4) Maintain a stable attitude during the cruise phase. 

(5) Provide immediate reacquisition of the celestial ref- 
erences as required. 

(6) Provide antenna and science instrument orientation 
as required. 

The above requirements, with the exception of the 
third, do not pose serious constraints on the selection of 
an appropriate attitude control configuration. The thud 
requirement presents unique problem areas because of 
(1) the duration of the thrust phase (470 days), and (2) a 
requirement for pointing the thrust vector out of the 
ecliptic plane (see Section C). 

\" b. Nonpoloeted jIight ficnctionol sequence and attitude 
control modes. During all phases of the mission, except 
the powered flight phase, attitude control and stabiliza- 
tion of the spacecraft is obtained by control torques pro- 
vided by a N, cold gas mass expulsion system. The N, 
cold gas system was selected as the most feasible for the 
follo\ving reasons: 

(1) Simplicity and inherent reliability. 

(2) Space proven, particularly on Mariner IV where 
this type of system operated for over 1000 days. 

(3) Minimum weight consistent with the attitude con- 
trol requirements. 

The basic operation of the cold gas system is as follows: 
error signals are measured by position and rate sensors 
and summed in their respective channels to operate gas-jet 
valve-switching aniplifiers, which provide an o w #  type 
control torque. A position limit cycle about each of the 
control axes is established by a switching amplifier dead- 
band. A rate feedback signal provides the proper rate 

i 
F dam;?ing. 

i 66 

A description of the attitude control modes during each 
of the nonpowered flight phases of the mission sequence 
is given below. 

Initial rate reduction a d  stabi2ization. Following sepa- 
ration from the launch vehicle, the structures supporting 
the gas jets are deployed. In the present configuration, the 
yaw jets are located on and are deployed with the low- 
gain rntenna; the pitch and roll jets are located on a 
deployable boom (Fig. 11)'. 

R E W A N T  RUXlNDMCT 
PRIMARY win.--+ S E C ~  
SUN SENSORS SUN SENSORS 
n n 

+ Y  - R  
Q a 

4 
-Y +R +R +Y +P 
GAS JETS GAS JETS 

67 in 

Fig. 11. Gas jet and celestial sensor locations 

During this phase, the purpose of the attitude control 
system is to reduce the initial tumbling rates imparted to 
the spacecraft at separation to within a controlled rate 
deadband. The attitude control loop (single axis) during 
this mode is shown in Fig. 12. Three single-degree-of- 
freedom high-gain gyros operating in a caged configura- 
tion provide rate damping by sensing the components of 
spacecraft rate about each axis. After the initial rates have 
been removed, the solar arrays are deployed. 

Acquisition. After reduction of the initial spacecraft 
tumbling rRtes and deployment of the solar arrays, sun 
acquisition will begin automatically. The sun sensors, 
which have a 4 ~ s r  field of view, provide the pitch and 
yaw position error signals. Redundant sun sensors are 
employed to improve the reliability of this primary sys- 
tem. The controlled sun acquisition rate corresponds to 
the saturated output of the sun sensor. The pitch and yaw 
sun acquisition rates will nominally be 2.0 rnrad/s. After 
acquiring the sun, Canopus acquisition will begin auto- 
matically. Upon receipt of the sun gate (sun acquisition 
signal), a calibrated command current is fed into the roll- 
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switching amplifier. This signal causes the roll gas jets to 
fire and accelerate the spacecraA to a rate proportional 
to the magnitude of the command current. When the gyro 
feedback ~ignal exactly balances the command w e n t  
signal, the spacecraft is at roll search rate which is nomi- 
nally 2 mrad/s. The basic control loop is the same as dur- 
ing separation rate reduction and is shown in Fig. 12. 
Nominally, acquisition of the sun and Canopus will re- 
quire no more than 1.5 h. 

- 
CELESTIAL SENSOP 

& -. (9, + h e i )  

Powered jIigJlt phase. Upon completion of Canopus 
acquisition, the 1,mwered &ght phase begins. The attitude 
control system during this phase and its operation in 
conjiinction with the N, cold gas system is described in 
Section C. 

Cruise phase. Attitude control during the cruise phase 
is provided by the cold gas system. The basic system is 
identical to the Mariner system. A block diagram of the 
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cruise attitude control system is shown ;n Fig. 12. Dur- 
ing this phase of the mission, rate da~npir~g is provided 
by derived rate feedback around th.? switching amplifier. 
Passive derived rate compensation is used instead of the 
gyros, primarily to improve the reliability of the system. 
In addition to the derived rate circuitry, the switching 
amplifier will incorporate a minimum on-time circuit. 

The operation of the ciri.uitry is such that when the 
celestial serisor output reaches the deadband level of the 
switching amplifier, the amplifier is switched on for a 
time ,,qua1 to the set milrircium on-time. At the instant 
the amplifier turns on, tk.2 derived rate output builds up 
as a ramp function. At the er ' of the minimum on-time, 
the derived rate output volt~ge is large enough to turn the 
amplifier off and keep it tiirned off. The result is a stable 
and known controlled limit rvcl,.. Deadbands of k0.5 deg 
are used in all axes. 

Periodically throughout the mission, the sun sensor 
scale factor will be update:! (through central computer 
and sequencer update commands) to counteract the op- 
tical gain reduction caused by the decreasing solar energy. 

Reacquisition. If loss of acquisition should occur, reac- 
quisition of the celestial references will be performed by 
the cold gas attitude control system. The system codgu- 
ration is the same as during ir:tial acquisition and is 
shown in Fig. 12. When loss ~f acquisition is detected 
by i5e celestial sensor logic, the gyros automatically turn 
011 and the acquisition sequence is initiated. If loss of 
acquisition occurs during the powered flight phase, the 
ion engines are fist shut down and then the control is 
switched to the cold gas system. 

Encounter. Approximately 10 days before closest ap- 
proach, the ecliptic plane engine pointing control system 
(which serves the dual purpose of science platform point- 
ing) is slewed to a nominal science platform pointing 
position to ensure that the planet will be within the 
planet tracker field of view. The platform tracks the planet 
in two axes until approximately 45 min before closest 
appr',ach. A t  this time, the gyros are tcrned on in prepa- 
ration for the sun occultation mode. The effects of the 
Jovian radiation belt on optical sensor performance were 
not evaluated in this study. 

Occultation. During occultetion, positi~n reference can- 
riot be maintained using the sun and Canopus. Attitude 
control during this phase will be accomplished by using 
the gas systems with the gyros in inertial hold. A block 

is identical to that used on previous Mariner spacecraft 
during occultation. The Mariner gyros are high-gain, 
narrow-angle, rate-integrating gyros. Attitude control is 
accomplished by caging the gyro through a capacitor lead 
network. To ensure that the proper spacecraft attitude 
and antenna pointing accuracy is maintained, a drift com- 
pensation scheme may have to be incorporated in the 
control system. This, of course, depends on gyro drift and 
the length of time :he spacecraft is in occultati In. Upon 
completion of occultation, reacquisition of the celestial 
references, if required, is performed in the manner de- 
scribed previously. 

Postencounter. The spacecraft remains on gyro inertial 
control until a sufficient postoccultation time period has 
elapsed to permit reacquisition of the celestial references 
without interference (stray light) from Jupiter. At this 
time, reacquisition of the sun and Canopus occurs in the 
manner described previously. Since the cold gas storage 
has been si. d for a 1200-day mission, an2 :ominal en- 
counter time is 900 days, the attitude control system will 
continue operating in the cruise mode for an additional 
WI days. 

3. Cold Gas Attitude Control System Analysis and 
Description 

During all phases of the mission, other than powered 
flight, attitude control is provided by ,'le three-axis cold 
gas system. Figure 11 shows the location of the gas jets 

! TWO- STAGE 
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diagram of this system is ihown in Fig. 12. This method Fig. 13. Quad-redundant valve and gas iets 
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and their lever ams to the spacecraft center of gravity. 
The gas jets are located in these positions due to shroud 
packaging constraints and to eliminate gas impingement 
on the solar arrays. The gas valves for each control axis 
are connected in a quad-redundant fashion (Fig. 13). 
Connecting the valves in this manner provides high relia- 
bility and eliminates the requirement for storing addi- 
tional gas to allow for a valve open failure. In addition, 
redundant sun sensors are eiaployed to increase optical 
system reliability, and techniques employing triple re- 
dundancy will be incorporated to increase circuit relia- 
bility. 

The attitude control position deadband BDB, consistent 
with attitude pointing accuracy requirements, is set at 
20.5 deg. The gas 'jet minimum on-time At,,, which 
assures . s'~b:e and predictable limit cycle, is set at 
100 ms. Selection of this value is based on previous experi- 
~.lce it:; this type of attitude control system. Conserva- 
tive estimates of the spacecraft moments of inertia Z i  

were determined as 

Determination of the gas system thrust level Fi is based 
on a trade-off between limit cycle behavior, acquisition 
time, recovery from disturbances, and interaction between 
the control system and the spacecraft structural dynamics. 
Ideally, the thrust level is set so that the minimum dis- 
turbing torque TD will cause an ideal soft limit cycle 
resulting in lower gas consumption and less valve actu- 
ations. The minimum To is due to solar radiation pressure 
and will occur at the maximum distance from the sun. 
For zero rate at one side of the deadband, 

where 
, 

Aer = minimum rate increment about ith control axis 

aD = angular acceleration due to disturbing torque 

Also, 

~ i i  = aciATon (3) 

Tci = FiLi 

where 

a,r = gas jet angular acceleration constant (each axis), 
i =x,y,z 

Tci = gas jet control torque about ith axis, i = x, y, z 

Li = gas jet lever arm for ith control axis, i = x, y, z 

Substituting, 

Solving for the thrust level yields 

The minimum disturbing torque due to solar radiation 
pressure is determined from 

TDmin = A, (1 + t) (2) L. = 1.72 X lo-. ft-lb (8) 

where 

A, = area of one solar array = 380 ft2 

tR = solar array reflectivity coefficient = 0.2 

Po = solar radiation pressure at 1 AU =9.72X lb/ft2 

Lo = disturbance torque effective lever arm = 1 ft 

This disturbing torque would primarily influence the 
limit cycle behavior about the pitch and yaw axes since 
the solar arrays lie in the spacecraft x-y plane. Substitut- 
ing TD,,, into Eq. (7 )  yields 

F, = F, = 0.09 1b 

F, = 0.15 lb 

The control angular acceleration constants are 
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Reduction of the separation rates is done prior to solar where 
panel depioyment. Due to the much smaller spacecraft 
inertias, the effective inertias are approximately 60 times K D R  = derived rate gain 
greater than after solar panel deployment. For this rea- 
son, reduction of worst-case separation rates (3 deg/s) is 7 ,  = derived rate charge time constant 

accomplished in less than I mi;. A suitable value 6 r  the 
search rate 0 ,  from which sun and Canopus acquisition The derived rate damping factor to rate disturbances is 

will occur is 2 mrad/s. For sun acquisition, this corrc- defined as 

sponds to the saturated output of the pitch and yaw sun 
sensors. Acquisition of the sun in pitch and yaw will 
occur simultaneously and will take at thc m ~ s t  

For Cunopus acquisition, 

Control system damping during acquisition is determined 
by the rate to position gain k7. This gain establishes the 
proper scaling between the gyro gain and celestial sensor 
gain. The criterion for determining this gain is as follows: 
when the celestial reference (sun or Canopus) enters its 
sensor field of view 0,,, the gyro rate signal must be suf- 
ficiently large, relative to the position error signal, to 
activate the jets having the polarity that will decelerate 
the spacecraft from the search rate. For example, if 8., is 
negative, then the positive gas jets should fire when 
0 = 0,. Referring to Fig. 12, the gas jets fire when 

where 

Oo = initial rate disturbance 

O R  = return rate after first excursion out of deadband 

To provide good limit cycle performance and reacquisi- 
tion capability, the derived rate time constants are usu- 
ally different for the charge (7,) and discharge (T*) cycles, 
and the output is clamped at some level lower than the 
full scale output &DR. The following relationships can 
be derived for determining the derived rate parameters. 
The relation between the limited derived rate output 8 D R L  

and damping y can be shown to be 

The derived rate gain can be determined from 

A hwer limit on the discharge time constant can be 
(10) determined from 

Substituting the nominal parameter values, k~ = 40 s. ' dm I n 

Upon completion of the powered &ght phase, control The above equations can be solved for 
is switched back to the gas system in the manner de- different values of snd 7d,Tc. ms was done snd fie 
scribed previously. During the cruise phase, the gyros rerults verified h u g h  computer simulation. The seleetd 
are off and rate damping is provided by derived rate feed- values are 
back as shown in Fig. 12. Selection of appropriate de- 
rived rate parameters is based on ( l j  providing a high y = 0.5 
degree of damping and thereby good reacquisition capa- 
bility to rate disturbances, and (2) assuring stable mini- dURL = a c K n R  = 80 mrad 
mum impulse limit cycle operation. The derived rate 
output, when the switching amplifier fires, is rc =50s 
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To verify the control system analysis and to investigate 
the dynamic interaction between the control system and 
the spacecraft structure, a six-degree-of-freedom com- 
puter simulation program was written to assess t5e over- 
all system performance. In addition, a digital computer 
program was written to facilitate the analysis of the atti- 
t-lde control gas storage requirements due to the many 
system iterations that were made in the course of deter- 
mining the baseline system. The gas system for the base- 
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line system is sized for a 1200-day mission. The required 
initial gas storage weight is 20 lb. 

A future SPS, Vol. 111, article will present (1) typical 
resuI!s from the six-degree-of-freedom computer simula- 
tion program and froin the gas storage analysis com~uter 
program, and (2) a rlescription of the various alternate 
system configurations that wzre examined during the 
course of the study. 



VII. Guidance and Control Research 
GUIDANCE AND CONTROL DIVISION 

A. Josephson Junction Memory Elements, 
P. V. Mason 

A previ~usly reported study (SPS 37-44, Vol. IV, p. 57, 
and SPS 37-46, Vol. IV, p. 97) led to the conclusion that the 
most useful application of superconducting phenomena 
on hoard spacecraft is probably in the area of high-density 
and/or high-speed computer memory and logic devices. 

At present, the superconducting memory closest tr, 
actual application utilizes the cryotron, a device based on 
the superconducting-to-nom.al transition in a magnetic 
field. Several laboratories have devoted considerable effort 
to the development of such memories (Ref. I), and it now 
appears that the obstacles to practical use are those ot 
economics and production rather than of fundamentals. 

Another type of cryogenic memory, which should 
provide extremely short cycle times, is based on the 
Josephson effect, as described by J. Matisoo (Ref. 2). The 
primary reason for interest in such a device is the very 
high switching speed. Matisoo has shown the switching 
time to be less (probably much less) than 0.8 ns. Since 
such junctions also lend themseives to batch fabrication 
by microcircuit techniques, they seem to ire very attrac- 
tive devices for high-speed, high-density, low-cost-per-bit 
memory. 

2. Functional Description 

The basic element of such a memocy is a junction 
formed of two superconductors separated by a3 insulat- 
ing layer a few tens of angstroms thick. Such a junction 
can pass current in two different modes: (1) a zero voltage- 
dmp superconducting tunneling mode, and (2) a finite 
voltage-drop normal tunneling mode. The current vs 
voltage (I vs V) characterist~c of such a junction, taken 
from a junction made in the laboratory, is shown in 
Fig. 1. As the current increases from zero, the junction 
conducts without voltage drop until a critical junction cur- 
rent (Ij) is reached. There is an abrupt transition to the 
normal conduction mode, with voltage drop about equal 
to the superconducting energy gap (E,) cf the metal 
forming the junction. As the current is further increased, 
the voltage changes little until the line representing the 
ohmic drop of the normal junction is reached. If the cur- 
rent is now reduced, the junction fo3ows a steep line of 
low resistance (about 1.4 for the junction shown here) 
to a low current. A moderately abrupt transition to the 
superconducting mode then takes plr'ce. Reverse current 
yields identical behavior in the negative region. 

The current Z j  is, in theory, glven by the equation 
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Fig. 1. Cunent vr u ,Itage for Josephson /unction 72-1 

where R, is the normai resistance of the junction at the 
operating temperature but a lower value is usually ob- 
tained in practice. Also, I ,  depends on magnetic field as 
shot-7 in Fig. 2, which is taken for another of our diode&. 
The periodic minima occur at fields satisfying the condi- 
tion 

where cP is total Aux, 6 is mapeetic field, and A is the 
cross-sectional area of the function normal to the field. 

Fig. 2. Dependence of 1, on appliod magnetic 
field-iunction 28-1 

It is now observed that, if a biac current I, that is less 
than I, is applied, the junction may be in one of two 
stable states (indicated by 1 and 2 in Fig. 1). If we are 
at 1, we may switch to 2 by .pplying a switching pulse I, 
such that I, + I, exceeds I , ,  and we may switch back to 1 
by reducing I, to zeyo as, for example, by applying a 
pulse I, > I, in the reqerse direction. 

Another, and more ureful, means exists to switch the 
junction from 1 to 2. By n .ans oi an external field (which 
will usually be generated by a current in a nearby wire), 
1, may be reduced below its zero field value I, ,,. If we 
reduce I, below lo, the j~~nction must switch to 2. Thus, 
we have the ~~ecessary elements of a three-tenninal, bi- 
stable device capable of serving as a memory element. 

3. Experimental Program 

a. Fundh~ental measurements. Several fundamental 
questions that arise are as follows: 

(11 What is the actual switching speed? 

(2) What physical process determines it? 

(3) Are we process limited or circuit limited? 

(Measurements SO far are circuit limited, but there are 
indications that the fundamental limitation is less than 
the present measurement limitation of 0.1 ns). 

In order to answer these questions, seve~al test samples 
were fabricated with the juilctions in the centcr of a 
thin-film supercnr.ducting transmission line (see Fig. 3a) 
in order to reduce effects of the circuit on the measured 
rise times. However, considerable difficulty was found in 
obtaining good losephson characteristics. Because the 
fabrication in trai~smission-line form is complicated and 
therefore slow, it was decided to experiment with fabri- 
cation techniques in a simpler crossed-film form (see 
Fig. 3b). As fabrication methods improve, it will become 
feasible to return to the measurement of switching speed. 

If switching speeds are slow enough to menqurr.; with 
present experimental techniques (about 0.1 I,;), an at- 
tempt will be made to correlate them with theory. If they 
are faster, this, of course, will be impossible, b ~ t  the 
device applications will be of even more interest. 

b. Selection of materiab and fabriccttion  technique^. 
The selec%ion of materials must be bastd on ease of fabri- 
cation in thin-film form, high superconducting transition 
temperature (in order to minimize cryogenic refrigerator 
power and weight), and reliability. 
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Fig. 3. Test sample configurations: (a) transmission-line 

test sample; (b) ladder-form test sample 

We chose to begin our investigations using vacuum- 
evaporated lead. Lead has two major advantages. First, 
its critical temperature (T,) is 7.2OK, second among the 
elements only to niobium, whose T, is 9.2OK. Second, 
being a low-melting-point material, it is far easier to 
deposit than niobium. Lead can be easily evaporated from 
a resistively heated boat at temperatures of S00-90O0C, 
while niobium must be evaporated from a high-power 
electron gun at 2500-2600°C. Furthermore, the deposition 
of niobium must be aone either in an ultra-high vacuum or 
onto a heated substrate in order to obtain good supercon- 
ducting properties. The high T, of lead has another ad?lan- 
tage; since the energy gap is directly proportional to T,, 
junctions made of lead have a relatively large output 
signal (about 2.6 mV) in the normal conducting mode. 

T i e  crucial s t ~ p  in the fabrication process is the 
foxmation of the insulating film that separates the metal 
conductors. This film must be, uniformly, a few tens of 
angstroms thick, free of pinholes that would permit the 
formation of superconducting bridges between the metal 
electrodes, and must maintain constant electrical proper- 
ties in storaSe and operating environments. Furthermore, 
the electrical properhes inust be quite uniform over a large 
number of samples, since wide variations over the large 
number of elements would make the memory inoperable. 

A nurilber of methods of forming thin insulating films 
are available. These include the following: 

(1) Chemical reactions with the metal (e.g., oxidation 
or nitridization, both with and without voltage- 
induced reactions). 

(2) Deposition of insulating materials (e.g., silicon 
monoxide by vacuum evaporation). 

(3) Polymerization of organic materials on the surface 
(e.g., silicone pump d l  by electron bombardment). 

In general, the simplest method is the oxidation of the 
metal surface, which is the method most used by those 
investigating Josephson junctions. Therefore, for this 
study, the oxidation proces~ was chosen to foni~ the 
insulating layer. Since oxidation proceeds less rapidly a's 
the oxide becomes thicker, the process tends to be self- 
healing and self-limiting with time. Thus, pinhole-free 
films of uniform thickness should be the end result of 
the process. It was Jso  decided to begin with thermal 
oxidation, rather than anodization (i.e., voltage-induced 
oxidation) because of its relative simplicity, although it 
will probably be necessary to also experiment with 
anodization. 

The process variables under our control are tempera- 
ture, relative humidity, ~ n d  time. PA -sumably, for rea- 
sorlable ranges of time, the chcnical and physical nature 
of the film should be fairly uniform, and the film thick- 
ness should simply increase monotonically. For the tem- 
perature range used (20 to 10O0C), a logarithmic time 
dependence and a termination of growth at a few tens 
of angstroms were expected (Ref. 3). 

Likewise, dependence on temperature might be ex- 
pected to be straightforward, that is, faster rate5 and 
thicker films would be produced as the temperature 
increases. There are possible camplications, however, in 
that lead has a number of oxides, and it is entirely pos- 
cible that growth of one or the other could be favored 
at ditferent tempe;.atures. 

The dependence on relative humidity is likewise com- 
plicated. The production of hydxates rt high humidities 
could (and probably did) lead t.o pmr ins1.1 , a t on. 

A number of films were made under various condi- 
tions of the parameters. Temperatures ranged from room 
temperature to 100°C with relative humidity from 10 to 
80% s time ranged from 6 min to 24 h. It was found pos- 
sible to form excellent films under nearly all conditions 
of temperahue and 1:umidity by adjusting the time, but 
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reproducibility was very poor. Some general conclasions 
were: (1) Humidities above 70% usually give poor re- 
sults, probably due to formation of lead-oxide hydrates. 
Humidities below 25% take an excessively long time to 
form an oxide. Between 30 and 50% gives highest yield. 
(2) Temperatures above 50OC seem to lower the yield, per- 
haps because of diffusion of lead into the nxide. In this 
comiection. it should be remarked that we have found 
that it is necessary to store good diodes at liquid-nitrogen 
temperature in order to preserve their characteristics. 
This strongly mggests that a temperature-induced dif- 
fusion process is at work, and also that it would be vcry 
desirable to find an insulator with more stable properties. 
Anodiratioil is known to produce stable films, especially 
on the harder materials such as niobium and tantalum. 
Thus far, room-temperature ox9dation has not been 
explored except to note that it takes an inconveniently 
long time to form a film. 

Films with excellent characteristics, with Z j  ranging 
from a few microemperes to 1.7 mA, have been made. 
Attempts to produce higher Z j  have invariably resulted 
in pcor characteristics, probably as a result of supercon- 
ducti~rg bridges across the insulating film. 
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B. Frequency Pesponse of Thin-Film Thermal 
Detectors, I. Maserjian 

1. Introduction 

The response of a thermal detector to radiant energy 
is a two-fold process involving, first, the temperature rise 
resulting from the absorbed radiation and, second, the 
conversion of the temperature rise into a useful output 
signal by the active detector element. A new kind of 
thin-film thermal detector, discussed previously (SPS 
37-41, Vol. IV, p. 115; SPS 37-47, Vol. 111, p. 44), derives 
much of its sensitivity from the large ternperatuaz: re- ' sponse possible in a thin-film stmcturc. For a practical 
design, it is important to consider this temperature re- 

; sponse in detail and, in particular, its dependence on the 

modulation frequencies of the incident radiation. This 
article summari~es our analysis of this problem. 

2. The Thin-film Structure 

The structure under consideration, which closely 
matches the experimental structure, is a thin film sus- 
pended across a hole in a supportbg frame that is main- 
tained at a fixed temperature To (Fig. 4 inset). Radiant 
flux Qo + Q cos ot, containing R harmonic component 
Q (2 Qo) with anbvlar frequency a, is absorbed over a 
disc of radius a less than or equal to the ;;2fx: b of the 
hole. Only thelmal conduction ahng the film to the frame 
is considered. The film is assumed to be in an evacuated 
chamber r;o that radiation is the on!y additional mecha- 
nism of heat loss; however, this becomes significant only 
in extreme cases which may then be considered sep- 
arately. If the film is composed of layers of diherent 
materials, cne is still free to use effective values for the 
thermal parnmcters to describe the composite film. We 
start with the diffusion equations 

Fig. 4. hequency response of thin-film thermal detocton 
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with the boundary condition T(r = b) = To, where K, 
p, and c are the effective values of the thermal conduc- 
tivity, density, and specific heat, respectively. We seek 
the steady-state solution which is obtained at time+ m 
and consists of only the particular solution to the dif- 
ferential equations. The temperature may be assumed 
uniform throughout the thickness of the film r, and with 
the radial symmetry, the Laplacian operator in Eq. (I) 
reduces to one dimension involving r in cylindrical rn 
ordinates. The general solution for arbitmy a and b has 
been obtained, and the amplitude of the harmonic com- 
ponenL A T  1 at r = 0 is plotted in dimensionless form 
for several ratios of b/a, where K is the effective diffusivity 
of the film ( K  = K/pc) and B is the ratio of the radius a 
to the diffusion length [(K/w)"]. 

The general solution, expressed in terms of the tabu- 
lated Kelvin functions, is rather cumbersome and will 
not be reproduced here. However, the solution reduces 
to a much simpler form for r = 0 and b/a = oc, the har- 
monic component being given by 

0 = k9-, (1 + P WB) 
p kei' p ' 

where Lei' and kef ,  the first derivatives of the Kelvin 
fi~nctions kei and key, are tabulated by H. B. Dwight 
(Ref. 1). The low- and high-frequency asymptotes are 
plotted as dashed curves in Fig. 4. The solutions for 
finite ratios of b/a are seen to follow a nearly constant 
plateau from their low-frquency limit until intersecting 
the above solution, after which they rapidly merge. The 
low-frequency limit may be readily calculated for arbi- 
trary r 5 n as follows: 

3. Observations and Conclusions 

Some important observations can be made from these 
resdts. First of all, the solutioil is exact for the type of 
structure considered, and differs significantly from the 
approximation often made by assuming a fixed value for 
the thermal relaxation time. In such approximations, the 
relaxation time is calculated from the ratio of the value 
of the thermal capacitance of the irradiated region to the 

atween value of the low-frequency thermal conductance b, 
this region and the heat sink--the calculation io %is case 

giving aS(l + 2 In b/a)4r. T.,e dependence of the ampli- 
tude, in terms of p, then becomes 

which is a fair approximation only for the particular case 
of b/a = 2. Thus, one cannot, in general, characterize 
the thermal response of such a structure by a relaxation 
time. 

Secondly, the curve in Fig. 4, given by Eq. (2) for 
b/a = 00, may be considered an envelope that essen- 
tially encompasses solutions for all finite values of b/a 
Therefore, if one wishes to detect radiation modulated at 
a given frequency (or f l ) ,  there exists a minimum ratio, 
b/a, above which one obtains aproximately the same 
response at this frequency. This minimum ratio b/a cor- 
responds to that curve in which its low-frequency asymp 
tote intersects the envelope at this n:sponse. Larger 
values of b/a add little to the detector's response at this 
frequency, but may increase the fragdity and fabrication 
dSculties of the detector. 

The effects of the constants K, K, a, and T are also note- 
worthy. The response is seen to be inversely proportional 
to the thickness T independent of frequency. Thus, it is 
highly advantageous to make the composite film as thin 
as possible. The mechanical limitations thf increase the 
importance of using the smallest radius b consistent with 
the operating frequency, as discussed above. The re- 
sponse also appears to be inversely proportional to the 
thermal conductivity K; however, this is actually true 
only at low frqrlencies. At high frequencies, the response 
approaches the pZ asymptcite which, when expressed in 
;enns of the constants, gives 

Q 
,,.&prw for w > > a2/rr 

which is independent of K and depends instead on the 
product pc. In this case, the harmonic component of heat 
is entirely contained in the irradiated region, and the 
temperature change is determined only by the thermal 
capacity of the region. Also, the response decreases ac- 
cording to a more rapid l/f dependence in this range; 
however, this may still be a useful range, particularly 
when the signal bandwidth is of primary importance, or 
when excess noise of a l/f dependence is present at'low 
frequencies. The onset of this high-frequency limiting 
dependence is seen from Fig. 4 to occur at fi  = 2. If an 
area of 1V2 cm2 is assumed, &is value of p corresponds 
to frequencies ranging up to about !20 Hz for dielectrics 
and UK) Hz for metals. If the thermal response of the 
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suspended thi1,-film detector in this high-frequency limit 
is compared with that of a thin-film detector in direct 
contact with an insulating substrate, the advantage is 
still maintained up to much higher frequencies where 
the thermal diffusion length becomes comparable to the 
film thickness (5 1V Hz for 2000 A film). 
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C. GaSe Schottky Barrier %te, S. Kurtin and 
C. A. Mwd' 

The Scb~ttky barrier gate (Hef. 1) is ideal for the cort- 
struction of field-effect devices since it avcids the d S -  
culties of p-n jul~ction formation, particularly in 

'Performing work supported by 'JPL at the California Institute of 
Technology. 

wide-band-gap materials, and the Schottky bamer deple- 
tion layer is not affected by the presence of surface 
states. A properly-formed Schottky bamer has nearly 
theoretical reverse current and does not exhibit the drift 
and instability problems associated with metal-oxide 
semiconductor structures. Hence, the Schottky bamer- 
gate technique can be employed to construct active 
devices from materials which cannot ?x otherwise utilized. 

GaSe (Refs. 2 and 3) is a layer semiconductor having a 
2-eV band gap. A recent study of surface barriers on 
GaSe (Ref. 4) indicates that the advantages of the 
Schottky barrier-gate technique will allow the construc- 
tion of a field-effect device from this material. 

Experimental devices were constructed from approxi- 
mately 8-pm-thick cleaved layers of ptype (p .Y 1014/cm5) 
GaSe. A schematic cross section appeals in the inset of 
Fig. 5. The source and drain ohmic contacts were alloyed 

Rg. 5. Electrical characteristics of GaSe Schottky barrier gate 
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Zn-Au spaced 0.5 mm apart; the width of the device was 
3 mm. An aluminum gate, 0.1 mm across, was evaporated 
directly onto the freshly cleaved surface. Open gate 
channel resistance was 300 kn. The Zdmin-vdrain curves 
are shown in Fig. 5. Observed transconductance and 
pinch-off voltage agree well with those calculated for the 
materials and geometry employed. Channel depth was 
measured optically, and carrier concentration determined 
from the capacitance-voltage characteristic of the gate- 
channel barrier. Note that the zero-bias transconductance 
is equal to the channel conductance at small drain voltage. 

In this article, the concept of photoconductive gain 
and the general model of blocking contacts on lightly- 
doped semiconductors are briefly reviewed, plus methods 
for determining the potential barrier height of a metal- 
selniconductor contact. The results of tht-se methods for 
vario:~s metals on cadmium sulfide (CdS) crystais wiii be 
presented in future articles, along with ~reliminary re- 
sults from an analysis using stationary high-field domains 
in the range of negative differential conductivity. The 
CdS is the photoconductor of greatest interest hecause 
of its very high light-to-dark ratio of current, and its 
sensitivity in the visible region of the spectrum. 
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D. Metal Contacts to Photoconduetors, R. J. Stirn 

1. Introduction 

Recent developments in the physics of metal- 
semiconductor contacts indicate that current models of 
photoconductors may have to be re-evaluated. It has 
been found that photoconductive gains greater than 
unity are possible even when the contact is blxking, 
i.e., when the conduction electrons in the metal are 
separated from the photoconductor majority carriers by 
a potential barrier (depletion layer). 

All photoelectric devices, in which the injection of 
carriers is controlled by ohmic or blocking contacts, 
depend on the metal contact properties. The injection of 
carriers may give rise to injection luminescence by visible 
radiative recombination, and, in the case of the illum;. 
na:ed met'il-photoconductor contact, the photovoltaic 

where T, is the transit time from the cathode to the 
anode.= For an electrode separation L, applied voltage V, 
and free carriers with the~mal velocity u and mobility p, 

the transit time is given by 

Thus 

where the photocsnductive gain G is defined by 

- 
effect "OW' ~mmising a~~'ication for l'rge-area solar i t  can be see, that, for a fixed geomeby and voltage, the 
arrays' The Q ~ ~ ~ @ ~ ~ ~ ' ~ ~ ~ ~  of a photoconductor db gain is aff&ed by the parameters and ,,. Up 
pends criticaIIy on the type of metal contact. Since it now to this point, it has been assvmed that both contacts are 
appears that the degree of "bloclring 'On- ohmic, i.e., the carriers are free to leave and enter the 
tacts" to a photoconductor is dependent upon the illumina- cryst01 without encountering any potential barrier (due 
tion. as well as the ~hotoconductor surface historv. further 

A . , 
investigations of metal contacts to photoconducton are ,since it CdS is b ~ n g  a material in whleh fir 

being carried out at the Laboratory and by Prof. K. W. hole mobility is very much lower than the electron mobility, any 
Biier and his group at the University of Delaware. hole contribution to the photocurrent will bo neglected. 

78 1PL SPACE PROGRAMS SUMMARY 37-51, VOL. 111 



to a high metal work function or to surface states on 
the photoconductor). In order to allow for possihle con- 
tact effccts, the gain G is now written in an equivalent 
Lut more operational sense: C defined by the ratio of 
the photocurrent to the total number of photons absorbed 
per second multiplied by the electron charge q. Thus 

wllarz W is the width of the crystal, and a is the number 
of photons absorbed per unit cross-section per second. 
Measured this way, gains much larger than unity have 
been reported for CdS with gold  contact^,^ though, as 
shall be seen, gold is considered to be highly blocking 
on CdS. 

3. Blocking Contacts on Lightly-Doped Semiconductars 

When a dean metal surface is bought closer and 
closer to a clean semiconductor surface while maintain- 
ing an electrical circuit between them, the electric field 
between them, due to :he difference in the respective 
work functions of the materials, inawes an electric 
~hharge on, or near, the two surfaces. In the semicon- 
ductor, this charge can be manifested by (1) a space- 
ch=ge layer caused by ionized impurity (donor) atoms, 
and (2) a surface charge induced in surface states. The 
surface sta:es arise from the termination of the crystal 
lattice (Tamn: states), and possibly from an impurity 
interfacial layer. The role of these surface states in 
affecting the barrier energy depends upon their number 
and relative energy wfth respect to the Fermi level. In 
CdS, or other more ionic crystals, Tamm states appear 
to play a minor role (Ref. 1,. 

If the surface states are negligibk, the bamer height 
+B, as seen from the metal side, obtaine: when the metal 
surface is in intimate contact with the s~miconductor, 
should be simply 

where +, is the metal work function and E ,  is the elec- 
tron affinity of the semiconductor (Fig. 6). The total 
potential energy change that the carrier must have in 
passing through the depletion layer (formed when E A  

< 4,) is 4, - bs, where 4, is the semiconductor work 
function. This rise in potential energy manifests itself in 
the semiconductor by the diffusion potential 9 VD = 

'Biier, K. W., and Vms, P., "Light Dependence of an Effective Work 
Function of Gold Contacts on Photoconducting CdS," to be pub- 

c lished. 

1 
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$B - +,,, where 4, is the Fermi energy measured from 
the conduction band edge. Tho solution of Poisson's 
equation for the depletion layer (Ref. 2) yields the 
following relations for A,,, the thickness of the barrier; 
E,, the electric field at the contact; and ~ l ~ ( x ) ,  the poten- 
;a1 energy in the barrier 

and 

In these expressions, co is the static-semiconductor dielec- 
tric constant and N ,  is the ionized donor density 
assumed to be equal to the total impurity density in 
the depletion layer. When bias V is applied to the 
semiconductor, qV is simply added in the parentheses 
in Eqs. (8) and (9). 

An image force correction lowers the barrier height, 
as shown by the dashed line in Fig. 6. The change in 
barrier height, A+,, resulting from this correction and 
from the application of external voltages, is given by 
(Ref. 2) 

where e, is the high-frequency semiconductor dielectric 
constant. The term kT arises from the c,mtribution of 
the mobile carriers to the electric field. 

Tunnel penetration of the top of the barrier can be 
expressed as an apparent lowering of the barrier given 
by (Ref. 5)  

where E, is the surface electric field given by Eq. (9) 
and r, is a critical tunneling length of about lVT cm. 
This last expression gives only an approximate estimate 
of the actual importance of tunneling. 

A correction factor, which would be important if 
surface states are present, has recently been suggested 
(Ref. 3) based on a surfa~wstate model by Heine (Ref. 4). 



VACUUM METAL 

Fig. 6. Schottky model for metakemiconductor contact with zero applied bias 

The average volume charge density of these states can 
be written 

q N* p = exp (- x/d) 

where N, is the number of surface states per unit area, 
and d the penetration distance of the charge in these 
states (equal to about 5 X 10-8 cm). If this charge con- 
tribution is included in Poisson's equation, the lowering 
of the barrier height is calculated to be 

h is small enough that the barrier presents a finite trans- 
parency to electmns with energies lower thw +B; i.e., the 
electrons can tunnel through at energies near the Fermi 
level (field emission) and at energies above the Fermi level 
at temperatures above absolute zero (thermionic field 
emission). Theories have h e n  developed which satisfac- 
torily account for the observed current-voltage character- 
istics (Ref. 5). However, in the case of more lightly-Zoped 
semiconductors, which includes photoconductors, 
Schottky barriers are not as well understood for reasons 
discussed in Subsection 4. 

4. Techniques and Analyzing Barriers 
where E, is given by Eq. (9). 

One important technique used in analyzing baniem 
As seen in Eq. (8), the barrier thickness decreases as (principally GaAs and Si) is the measurement of the 

the impurity concentration increases. For No 7 10IT i - V characteristic of the contact. It has been found 
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empirically that the current density can be given by 
(Ref. 6) 

In Eq. (IS), the contact area is S, To is a temperature- 
independent parameter that varies from contact to 
contact, and A' is the Richardson constant for the semi- 
conductor modified to take into account the temperature 
variation of the barrier height. This expression would be 
identical with the theoretical expression obtained from 
the so-called diode theory (Ref. 2) fcr an ideal Schottky 
barrier if To were identically zero, and if A* were equal 
to the Richardson constant A= 4rrqm*k2/ha (where k is 
Boltzmann's constant and m* is the effective mass of the 
electron). That the two expressions are not the same 
results from the following observations: 

(1) At any voltage and temperature, the experimentally 
measured forward current (semiconductor positive) 
is higher than that predicted by the diode theory. 

(2) The rate of increase in current with applied bias is 
smaller than the predicted rate. 

(3) The differenr~ between the experimentally meas- 
ured and theoretically predicted currents becomes 
larger as the temperature and bias become lower. 

(4) The experimental j - V characteristics become in- 
dependent of temperature at low temperatures. 

These last points suggest that quantum mechanical tun- 
neling is present to a much larger degree than expected 
for a large barrier thickness [derived from Eq. (8) for 
ND 5 lo1' cm-=]. i t  is now thought that the actual barrier 
length h, is much smaller than formerly believed. This 
could very well be due to the presence of deeper traps 
lying above the Fermi,level in the vicinity of the contact 
and are thus ionized. These should be included in the 
value of ND.' Such traps are indicated by the squares in 
Fig. 6. Since traps are so very important in the 11-VI 
compounds, such as CdS, this point may be quite impor- 
tant in future work on CdS. The effects of these traps 
can be included, in principle, by capacitance measure- 
ments made at very low frequencies, i.e., with periods 
longer than the trap relaxation times. 

The mention of this last type of measurement leads to 
a second means of investigating the barrier of a metal- - 
'F. A. Padomu. private oonmunication, 1989 

semiconductor contact. Since the barrier width x, changes 
with changing applied bias, the space-charge layer can 
he represented by an effective capacitance (per unit area) 
C = €,/An = 6 (aE8/aV). From Eqs. (8j or (9), with an 
applied bias V, we obtain 

Thus, a plot of 1/C2 vs reverse bias (-V) will give the 
diffusion potential gVD = +R - +,, as an intercept and 
the carrier concentration ND fram the dope. 

A third, and perhaps the most useful, technique for 
measuring barrier heights is the measurement of the 
photoresponse of the barrier. When light is incident upon 
the contact, either entering from the semiconductor side 
(back-wall configuration) or through a semi-transparent 
metal contact, the following two distinct photoexcitation 
processes can occur: 

(1) Photoemission of electrons in the metal over the 
barrier. 

(2) Excitation of carriers in the semiconductor from 
either band-to-band transitions, or from impurity 
levels within the forhidden gap. 

If one eliminates the possibility of process (2) by choos- 
ing wavelengths greater than that corresponding to the 
band gap, and reducing the amount of light entering the 
crystal by using the front-wall configuration and a fairly 
opaque metal contact (but not so thick that the hot 
electrons cannot reach the interface because of inelastic 
scattering), one can obtain the barrier height from 
process (1). For photon energies greater than a few kT 
above the barrier height, the photocurrent will Eo pro- 
portional to the square of the photon energy, and an 
extrapolation to zero response will give the energy of the 
barrier potential. 

Using two of these three techniques will, in principal, 
give self-consistent information about the barrier. The 
use of these measurements on photoconducting (and, 
thus, highly insulating) senliconductors entails special 
problems besides those encountered with normal semi- 
conductors and are not mentioned here. Future articles 
will go into more detail on these problems in regard to 
the CdS investigation. 

5. Stationary High-Field Domain Analysis in CdS 

In addition to one or two of the above techniques, it 
is hoped that investigations using stationary high-field 
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domains in the range of negative differential conductiv- 
ity will be useful for analyzing the metal-photoconductor 
interface in CdS. This technique, many aspects of which 
are currently being investigated at the University of 
Delaware, will be presented in the next article along 
with data obtained at metal contacts evaporated on air- 
cleaved CdS crystals. A review of the literature, wit11 
regard to experimental determinations of barrier heights 
on CdS for different metals, will also be presented. 

Work is progressing to devise a system to vacuum- 
cleave crystals of CdS before depositing the metal. 
Metal contacts made in this manner should not have any 
interfacial layer, such as an oxide, and thus allow some 
comparisons to be made between the high-field domain 
analysis and any of the three techniques discussed in 
this article. 
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E. Pre-ignition Characteristics of Cesium 
Thermionic Diodes: Part II, K .  Shimada 

1. lnrroduction 

Pre-ignition volt-ampere curves of thermionic diodes 
can be divided into two regions: (1) the Bolhmann-type 
region, and (2) the apparent saturation region (Ref. 1). 
However, the current through a diode in the apparent 
saturation region usually does not assume a constiat 
value; it increases slowly as the applied voltage increases. 
Two separate physical mechanisms are responsible for 
the increase; they are: (1) a surface effect, and (2) a 
cesium gas effect (SPS 37-50, Vol. 111, pp. 122125). 

This article discusses the pre-ignition characteristics 
of a diode having an interelectrode distance of 0.0045 in. 

(coi.:pared with 0.028 in. for the diode previously tested). 
The results are qualitatively consistent with those previ- 
ously discussed in that the functional dependence of 
the rate of current incrcase on emitter temperature and 
cesium reservoir temperature is similar. However, the 
rate of current increase in the avalanche region of the 
volt-ampere curve was noticeably different in the present 
diode from that of the previous diode. Such a difference 
seems reasonable since the increase of current in the 
avalanche region is governed by the volume ionization 
of cesium atoms, and, hence, by the cesium pressure and 
the interelectrode distance. 

2. Test Diode 

The cesium thermionic diode used for this experiment 
was the SN-107. The emitter and collector, fabricated of' 
rhenium, were assembled in a manner determined to 
minimize the collection of spurious electrons emitted 
from the heat-choke area (Fig. 7). The area of the planar 
part of the emitter disc was 2.00 cm2; the nominal inter- 
electrode gap was 0.0045 in. 

For subsequent analyses of the data, the actual emis- 
sion area was assumed to be the dimensional area of 
2 cm2. This assumption was justifiable for this diode 
according to the result of a current measurement that 
agreed with one obtained from a test vehicle (with.guard 
rings) whose emission area was accurately defined. It 
should be noted, however, that the agreement was ob- 
tained for the ignited mode, and that no data are avail- 
able for the pre-ignition mode where spurious emission 
may contribute to the net current. 

Currently, a theory is being developed that will enable 
a calculation to be made of the electron emission from 
the heat-choke area, which has a temperature gradient 
and corresponding variations of the work functions. The 
theory will be cross-checked against the measurements 
performed in a guard-ring research diode in the near 
future so that uncertainties due to spurious emission in 
the present results on the pre-ignition characteristics can 
be clarified. 

No attempt has been made in this article to correct for 
any spurious emission that may have existed. 

3. Pre-ignition Volt-Ampere Curves 

The diode under test was operated at relatively low 
emitter temperatures T6 (1300°K-16000K) and cesium 
reservoir temperatures Tc,  (453"K-S53"K), with the 
ratios TE/To, being such that the emission was basically 
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electron-rich (ion-richness ratio p < < 1). Under such 
conditAons, the current through the diode was limited 
by the electron-space-charge sheath at the emitter. 
Moreover, the diode was operating in a non-collision- 
dominated regime since the mean-free-path of electrofis 
ranged between 10 and 0.3 times the interelectrode gap, 
depending on Tc,. 

The volt-ampere curves were obtained by a sampler 
(SPS 37-49, Vol. 111, pp. 13&132), and displayed on 
linear and semi-log x-y plotters. Simultaneous acquisition 
of two x-y plots increased the accuracy of current mea- 
surements since the semi-log plot showed the Boltzmann 
region of the volt-ampere curve (where the current is 
small) in full detail. Typical results are shown in Figs. 8 
and 9. In an output-voltage quadrant (negaYve-voltage 
part), the current increased sharply with voltage in a 
Boltzmann-like manner. The Boltzmann-like region is 
followed by the apparent saturation region in which two 
sub-regions, the Schottky-like and the avalanche regions, 
are observed. The rate of current increase in the Schottky- 
like region is nearly constant for a given emitter temper- 
ature, as shown in Fig. 9 where T E  = 1400°K. The current 
increases more rapidly in the avalanche region until the 
volume ionization in the diode causes ignition. The rate 
of current increase in the avalanche region depends on 
the cesium reservoir temperature. To demonstrate the 
logarithmic dependence of currents on voltages more 
clearly, the normalized currents 1/10 (measured current/ 
apparent saturation current) have been plotted against 
voltage corrected for the contact potential (measured 
voltage plus emitter work function minus collector work 
function) as shown in Fig. 10. Three noticeable features 
are as follows: 

(1) All curves exhibit two d'stinct regions differen- 
tiated from each other by the rates of current 
increase. 

(2) The rates of current increase in the Schottky-like 
region are the same, independent of the cesium 
reservoir temperature. 

(3) All curves converge at the zero voltage (corrected). 

Attempts were made to express the normalized cur- 
rents as a filnction of voltage by the relation 

Here I is the measured current at a corrected voltage V, 
I,, is the normalization (apparent saturation) current, and 
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Fig. 8. Typical volt-ampere curves-linear plot 
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Fig. 9. Typical volt-ampen cuwer-remi-log plot 
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Fig. 10, Normalized current vs corrected 
applied voltage 

Z/Z, is the normalized current. The first term on the right- 
hand side of Eq. (1) is the contribution by the Schottky- 
like current, and the second by the avalanche current. 
For example, at T, = 1490°K and T,. = 513"K, an 
empirical expression for the normalized ~rurent is 

Z/Zo = exp (0.33 (V - 0.35)) + exp (2.9 (V -- 1.74)) 
(2) 

I'he two terms on the right-hand side of Eq. (2), as well 
as Z/Zo, are shown in Fig. 11. The calculated values, indi- 
cated by open circles, agreed excellently with the meas- 
ured values. Matching of the measured Z/Z, with Eq. (1) 
is now being carried out for all temperatures, and the 
results will be reported as they become available. Pre- 
liminary analyses of F, and k, yield results consistent 
with those of previous analyses (SF'S 37-50, Vol. 111, 
pp. 122125). The voltage coefficient k, increases from 
0.1 to 0.6 as 109/TE increases fnnn 0.62 to 0.76, and k, is 

0 POINTS CALCULATED FROM 
exp (0.3 (v-0.35)) + I 

CORRECTED APPLIED VOLTAGE, V 

Fig. 11. Comparison of measured and calculated 
normaltzed current 

in the range between 3 and 4, but independent of TB for 
a given Tc8. 

4. Conclusions 

he-ignition volt-ampere: curves for a cesium them- 
ionic diode, operated at relatively low temperatures, 
exhibit Schottky-like and avaianche regions prior to igni- 
tion. The current increases exponentially wit!! f i e  diode 
voltage at different rates in the two regions. The rate in 
the Schottky-like region is determined by the emi++m 
temperature and is nearly independent of both the 
cesium reservoir temperature and the interelectrode gap. 
On the other hand, the rate in the avalanche region is 
determined by the cesium reservoir temperature and by 
the interelectrode gap, but is independent of the emitter 
temperature. Therefore, it may be concluded that the 
current through the diode in the Schottky-like region is 
mainly controlled by the emitter surface effect, whereas 
the current in the avalanche region is controlled by tho 
cesium gas effect. 
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These findings should be verified by ÿ sing a cesiunl 
thermionic diode equipped with a guard ring to elimi- 
nate spurious currents. 
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F. Thermionic Diode Switch, S. Luebbers 

1. lntroduvtion 

Certein unique characteristics of the therinionic diode 
allow its applicati~n to power switching. To investigate 
switching feasibility, a test circuit was designed and 
experiments were performed. The results of these experi- 
ments showed a dc-to-a? conversion efficiency in excess 
of 50%; however, values as high as 85% may be easily 
reached. 

2. Diode Characteristics 

The thermionic diode is conventionally employed as a 
high-temperature power source. Heat energy supplied to 
the electron-emitting surface (emitter) brings its temper- 
ature to incandescence causing it to serve as an efficient 
electron emitter. The emitted electrons traverse a cesium- 
vapor-filled interelectrode gap (typically 0.002 to 0.030 
in.), and arrive at the collecting electrode (collector) at a 
higher potential energy than they initially possessed at 
the emitter. A load conllected between the ?mittel and 
collector electrodes is supplied this potential energy and 
transforms it into ilseable electrical power. Under certain 
temperaturc conditions, the power-generating diode ex- 
hibits dual-mode properties that could be rpplied to 
switching; however, the efficiency of this switch would 
be extremely poor compared with that of a power- 
consuming diode, as will be discussed in this article. A 
typical volt-ampere characteristic for a power-generating 
diode is shown in Fig. 12 Two distinct modes of oper- 
aticrn are evident-the ignited and unignited modes. If 
the diode was to be employed as a switch, a resistive 
load would be placed across the diode via transformer 
co:ipling. The optimum load resistance would be that for 
which the coupled load r. sistance matched the diode 
inte.ma1 impedance. The converter can be switched by 
short-duration pulses between t!ic i,gnited and unignited 
modes (between points A and B of Fig, 12). This change 
in voltage results in ac power output. The main factor 
limiting efficiency, with this scheme of power switching, 
is the small change in voltage lncurred in going from the 
unignited to the ignited mode. [.4 change of less than 

EMITTER TEMPERATURE = 1 8 0 0 ~ ~  I I I CESIUM RESERVOIR TEMPERATURE : Z80°C I 

OUTPUT VOLTAGE, V 

Fig. 12. Power-generating thermionic diode exhibiting 
dual-mode characteristics 

0.5 V is observed in Fig. 12.) In practice, this method 
of switching would yield efficiencies of the order of a 
few percent and be extremely sensitive to temperature 
conditions. 

'I%e attrbctiveness of the thermionic diode for switch- 
ing, as described herein, is not its capability to produce 
power, but to act as a passive switching element. When 
both the emitter and cesinm-reservoir temperatures are 
lowered by approximately a factor of two from the 
power-producing temperature values, ihe volt-ampere 
characteristics shown in Fig. 13 reault. The theoretical 
implications of these characteristics are discussed in 
SPS 37-44, Vol. IV, p. 59 and Ref. 1, and are shown here 
in contrast to the power-producing characteristics of 
Fig. 12. Once again, two distinct modes of operation are 
observed; however, m~der the low-temperature condi- 
tions, the voltage variation across the diode between the 
two modes has increased dramatically. This large voltage 
separation is desirable if an efficient switch is to result. 

Figure 14 shows how a thermioni~ diode might act as 
a switch. Tnt diode is connected in sel ;r s with a power 
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Fig. 13. Power-consuming thermionic diode exhibiting 
dual-mode properties 
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Fig. 14. Test circuit used in switching 

source whose voltage is less than the ignition voltage of 
the passive diode switch, and a step-up transformer is 
catmected to an appropriate load resistance, R,,. A load 
line for such a circuit arrangement is included in Fig. 13. 
By a sequence of short-duration positive and negative 
pulses, the diode operating point is alternately switched 
between points A and B (shown in Fig. 13), and the 
resulting variation in voltage appears across the load 
resistance. For the volt-ampere characteristics of Fig. 13, 
the maximum switching efficiency (ac power output/dc 
power available) may be calculated to be 85%. This 
relatively high efficiency m2kes the thermionic diode an 
attractive switching device for use in hostile environ- 
ments where more csnventional low-temperature devices 
would fail. 

3. Dedgn Considerations 

The circuit used for the experimental portion of these 
tests is shown in Fig. 14. Because of its simplicity, only 
the, transformer and the pulsing circuit portions of the 

circuit require careful design. Since the pulsing circuit 
operates into a nonlinear load, its optimum design is 
rather complicated This design was ilot ccirsidered par- 
ticularly pertinent to the problem of proving switching 
capability, and, therefore, received little consideration. 
The pulsing circuit consisted of a free-running multi- 
vibrator, operating at 1000 Hz, dnd two channels of 
amplification to provide the necessary sequence 01 ps i -  
tive and negative on-off pulses. These pulses were then 
applied directly across the switching diode. 

Since the ultimate performance of a thermionic diode 
switch will be grelitiy influenced by the series step-up 
transformer, the transformer design received careful 
attention. Only the hig5-lights of these considerations 
will be discussed here. 

a. Transformer core selection. To fully utilize the 
high-temperature (9W°C) characteristics of a therinionic 
diode switch, it should be used in conjunction with a 
high-temperature transformer. Present technology indi- 
cates that the iron-cobalt alloys offer the desired high- 
temperature capability. Reported Curie temperatures of 
900°C, and saturatio~ illductions as high as 23 kc, allow 
witching and voltage step-up to occur in the immediate 
vicinity of the power source. 

The availability of a c~nventional (selectr~n) tians- 
former core dictated its use rather than the high- 
temperature core specified above. Since the electrical 
,?crformance of thc experimental core was found to be 
comparable with the characteristics specified for iron- 
cobalt cores, this substitution of core rna.terials will not 
significantly detract from the primary objective of prov- 
ing switching feasibility, 

b. Transformer specifications. From the discussion of 
diode characteri>.ics (Subsection 2) and Fig. 13, one 
would expect the input to the transformer primary to be 
a square wave of approximately 2.5 V-peak-to-peak ampli- 
tude (i.e., +he change in voltage in going from point A 
to B in Fig. 13). For this input voltage V, the product of 
the primary number turns, Np, and the core cross-sectionaI 
area, A, may be easily calculated from Faraday's law 
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where 4 is the core magnetic flux, B is the me flux 
density, and At = 1/2 lac output fquency)-I. If we 
assume a linearly increasing !ux and a frquency of 
iM0 Hz, the product NpA is found to \w 25 turnm'. 
The number of primary turns was set myat  to 8, thus 
wqniring a core mss-sectional area of approximately 
3 cmz. As a final check of these ~lculations. the flux 
build-up within tke core was estimated and found to 
increase toe rapidly and cause core saturation. To avoid 
this PEW, the primary inductance was increased by 
enlarging the mre cross-seiional area by il factor of 3. 
The inal spec'fications for the experimental transformer 
were as follows: 

(1) Core moss-wtional arm = 9 cm'. 

(2) Core d u m e  = 63 w ml. 

These specifications were met by a tbmidal core wound 
with the appropriate gauge wke and number d turns, 

Figure 15 shows the t?xprirnental tran;fonner &- 
ciency (power out/power in) versus fquencp. For the 
design point of 1006 Hz, a transformer eBciency of 85% 
is o b m d  in Fig. 15. This transformer eBeiency reduces 
the i d d  conversion eReiency from 85% (mlmlated 
from Fig. 13) to 72%. Considering the physid con- 
struction of the transformer. this ~Gciency is reasonable. 

FWEWENCY. Mz 

Fig. 75. Tmnstorm~ rflldency vs frequency 

The exprirnental circuit I s  shmm in Fig. 14 and cb 
cussed in Subsection 3. The experiments performed on 
the cirmit consisted of the foIlowing: 

(I) Measuring ac p w e r  output versus Iwd resistance 
for the W,  1l)r)O-, and 1500-Hz frequencies at 
hd emittm and cesium-reservoir temperatures. 

(2) Measuring dc-bae conversion efficiency versus 
Iwd resistance at the 4W, 1m, and 1 m H z  

frequencies for hed emitter and cesium-remir 
temperahws. 

(3) Measuring ac power output versus Imd resistance 
for several diPerenZ cesium-reservoir and emitter 
temperatures (frquency = 1OOO Hz). 

Each of the nbow meamments is briefly discussed 
below. 

a Ac pot~rr ocdpur twmus bud reuhtmw. To simu- 
late the low internal resistance and low output voltage 
of a themionic gemrator, a 1.5-Y Ag-751 bsttery was 
used as a p v e r  source. One would e x p t  this law valt- 
age power source to have poorer performance than the 
3-V power scrvrce used in earlier calculations since the 
switching diode voltage drop represents a s igdcant  por- 
tion d the available 1.5 V. Figure 16 is a typical output4 
voltage waveform observed across a XW load resistance. 
The circuit parameters are also specified f~ Fig. IS, The 
dc power s o w  (battery) was ac-modulated by the 
rhermionic diode switch as indicated in Fig. 14. The 
drmp in p i t i v e  voltage m e ,  seen in Fig. 16, is caused 
by nonlinear effects experienced in the tmnsfotmer core 
when used in the specified single-ended m d e  of opera- 
tion (current passes through the bansformer only in onc 
di_xctionj. 'Phe negafive voltage h p  is the start of a 
resistaneinductance (R-L) d w y  exponential axperi - 
enced when the thermianic diode is turned off. 

A plot of the resulting ac pwver output v m s  lozd 
resistance is shown in Fig. 17. The W H z  data clearly 
illustrate transformer deficiency, and show that this is 
not a desirable m t i n g  frequency. The upper c w e ~  

EMITTER TEMPERATURE = 1100" C 
CESIUM RESERVOiS TEMPERATURE 172O C 
FREOUENCY = :000 Hz 
LOAD RESISTANCE = 30 a 

TIME- 

Fig. 16. T y p h l  output-~tdkga w - h m  
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Fig. 17. Power output vs load resistance 

CESIUM RESERVOIR TEMPERATURE = 157°C 

10 20 30 40 50 60 70 80 90 100 

LOAD RESISTANCE, A1 

LOAD RESISTANCE, D 

Fig. 18. Conversion efficiency vs load resistance 

exhibit the anticipated beha-~ior with falloff at both high some transformer saturation. This fallcff is zomrnon to 
and low values of load resistance. The low-resistance all of the curves obtained in these experiments. 
falloff may be attributed to resistance mismatch between 
the load and effective source internal resistance. The b. Dc-to-ac conversion &ciency. Figure 18 is a plot 
high resistance falloff includes both load mismatch and of the conversion efficiency versus load resistance for 

JPL SPACE PROGRAMS SUMMARY 37-51, VOL. 111 89 



three different frequencies. Again, the 400-Hz da:.a are 
low, as anticipated, and the 1000- and 1500-Hz dail are 
conlparable up to a load rcsistiuace of 50 9.  ,4t higher 
values of load resistance, transformer core saturation 
becomes evident in the lo(?-Hz data. Conversion effi- 
ciencies of approxinlately 50% 'care observcd. If a higher 
voltage power source \vele used, the efficiency would 
increase. 

c. Ac power output cerm loud resistance. Ac power 
outpvt versus Ioad resistance, \tit11 the cesium-reservoir 
te~uperature as a parameter, is plotted in Fig. 19. In con- 
trast to those of Fig. 17. these data were taken at a fined 
frequency of 1OOO Hz and an emitter temperature of 
llOO°C. The effect of increasing the cesium-re~ervoir 
temperature is that the diode's internal resistance de- 
creases, and the output power increases. As would be 
expected, the shift to a lower optinwm load resistance 
is also accompanied by sn increased power output. 

5. Summary 

The thermionic diode has been successfully u;2d to 
ac-modulate the pourer output from a 1.5-Vdc power 
source with a conversion efficiency in excess of 50%. 
A maximum efficiency of 8.3% is predicted for a 3Vdc 
power source. 

These relatively high efficiencies make the thermionic 
diode an attractive switching device for high-temperature 
applications as, for cxample, in a thermionic nuclear 
reactor. The high-temperature and radiation-resistant 
properties of the thermionic switching diode would per- 
mit its location in ihe imnlediate vicinity of the nuclear 
power source, thereby reducing power lost to the current- 
carrying conductors. Conventional semiconductor power 
components would have to be located at a remote posi- 
tion where temperature and radiation levels would be 
tolerable. 
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Fig. 19. Power output vs load resistance 
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VIII. Materials 
ENGINEERING MECHANICS DIVISION 

A. Effect of Notch Severity on Cross-Rolled 
Beryllium Sheet, R. Moss 

1. Introduction 

Brittle materials such as beryllium (Be) are considered 
notch sensitive. Presence of a sharp notch is believed 
to reduce the material strength and ductility so greatly 
that it is of questionable value in structural applications. 
Unfortunately, almost no work has been done to demon- 
strate quantitatively the effect of machined notches un 
the strength of cross-rolied Be sheet as a function of 
material variables, or ncich severity; in particular, the 
effect of sharp notches has not beon examined in any 
detail. Some data does exist on the effects of relatively 
dull notches in hot pressed block. Previous data on hot- 
pressed Be block showed an increase in notched/ 
unnotched strength for a stress concerltration factor 
( K t )  - 3 to 4, and a reduction for K t  between 3 and 5 
(Refs. 1-7). Some of the references give conflicting results 
for K t  between 3 and 4. Existing data on cross-rolled 
sheet show no notch strengthening even at K t  < 2 
(Ref. 8). The series of tests reported here was intended 
to determine whether material other than hot-pressed 
block would show any notch strengthening at K t  < 5, 

an3 what the effects of different K t ,  process history, and 
composition had on the transition from strengthening to 
wezkening of Be. 

2. Test Results and Discussion 

This article presents preliminary data on the effect 
of ..harp notches in cross-iolled ingot and powder sheet. 
Early results indicate tbat the expected severe reduction 
of notched/unnotched strength did not occur in the 
materials and sample configuration studied. Vendor 
analyses and properties of these materials are given in 
Table 1. Additional tests on a sxond grade of ingot 
sheet and two more grades of powder sheet are in 
progress. 

Samples tested were double-edge-notched sheet tensile 
specimel~s 0.025 in. thick, ?4 in. wide, with a W-in. gauge 
length This represents a sheet thickness of interest in 
spacccraft applications. After iough blanking, 0.002 in. 
was etched from each specimen surface to remove rdcro- 
cracks and surface damage. Notches having a severity of 
K t  = 3.2 to 8.3 then were formed by electrical discharge 
machiniirg. This Kt range spans the region in which 
notch sensitivity should be apparent. Both longitudinal 
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Toble 1. Vendor-reported properties of beryllium 
- - 
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and transverse samples were tested. Tensile tests were 
run at a constant crosshead rate of 0.05 in./in./min, 
with results recorded directly on an x-y plotter. 090 

Results are shown in Fig. 1, It is apparert that the 080 

expected severe loss of strength at K t  3: 4 did not occur 
in powder sheet, or longitudinal samples of ingot sheet; om 
indeed, a slight trend toward strengthening seems to be 10 2.0 3.0 40 50 60 7.0 80 9.0 

SEVERITY Kt 
present at K t  2 6 for longitudinal samples. The trend for 
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Tensile strength (transverse), Ibfin.' 
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Yield strength (transverse), 0.2% 

Elongation (longitudinal), % 

Elongotior (tronsvene), % 

transverse ingot sheet samples was in the direction of 
reduced n~tched/~nnotched strength ratio. Data scatter Fig. 1. Effect of notch s e v e r i ~  and testing direction 
is too great to justify drawing simple curves, so scatter on the notched/unnotched tensile strength of Be: 

bands are shown. This scatter is to be expected for a brit- (a) powder sheet, (bl ingot sheet 

Powder sheet 
HE379 
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tle material such as Be; it is not unreasonable considering 
the normal scatter of unnotched cross-rolled powder sheet 
is +4.5% (3-o level, 90% probability, 95% confidence) 
(Ref. 9). Actual K t  was calculated for each sample, using 
measured dimensions and the standard nomagraphs 
(Refs. 10 and 11). 

There are several possible explanations for the differ- 
ences between this data and previous notched/unnotched 
tensile test results. Most of the existing data was obtained 
from hot-pressed block. Sheet properties are significantly 
different from hot-pressed block in regard to strength, 
elongation, and anisotropy of mechanical properties. 
Another possible cause of reported notch sensitivity is 
the presence of machining damage on the sample sur- 
face. Some of the early work (Refs. 2 and 3) was done 

before the need for post-machining etching was estab- 
lished; other reports did not describe sample preparation 
(Refs. 5 and 6). It is likely that these samples contained 
microcracks, giving much higher effective K t  values than 
those measured and reported. Avoidance of surface 
cracks was a major objective of sample preparation in 
this program. Therefore, it is believed these results may 
be more representative of notch effects in samples without 
microcracks or twins. Sample geometry should be con- 
sidered also. I t  is possible that another sample geometry 
would give different results. 

The reason for the directionality of ingot sheet notch 
sensitivity is somewhat puzzling. One possible explana- 
tion is the well-knovm anisotropy of Be sheet mechanical 
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properties. Reported grain size of this sheet is < 60 pm. 
A large amount of rolling is required in order to obtain 
fine grain sizes in ingot sheet. This might have introduced 
severe texturing, making the sheet more susceptible to 
crack propagation in one direction than the other. X-ray 
diffraction studies revealed appreciable texturing in the 
ingot sheet. Comparison with the pcwder sheet is in 
progress. 

3. Conclusions 

Although the test data obtained are preliminary and 
subject to further verification, results suggest that the 
presence of sharp notches in Be sheet need not cause 
catastrophic failure. Ingot sheet was weakened in the 
transverse direction, but was not weakened significantly 
in the !ongitudinal direction. It would be misleading 
to suggest that rolled Be sheet is not notch sensitive; 
however, in structures which use thin gauges of Be, 
there seems to be more tolerance for defects than gen- 
erally anticipated. Similar resistance to crack propaga- 
tion in 0.051-in. cross-rolled pcwder sheet was reported 
by others (Ref. 12). 
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IX. Aerodynamic Facilities 
ENVIRONMENTAL SCIENCES DIVISION 

A. Heat Transfer Study of 60-deg Half-Angle 
Cones, hi. F. Blair 

With the objective of determining the applicabiIity of 
presently available theories of laminar convective heat 
transfer in planetary gases, a study of 60-deg half-angle 
cones is being carried out in the JPL 43-in. hypersonic 
shock tunnel and the JPL 12-in. free-piston shock tube. 
The bodies under investigation are three 60-deg half- 
angle blunted cones (Fig. 1) with various edge radii. All 
three cones have a bluntness ratio R,/D of 0.10 while 
the shoulder radius/body diameter ratios R,/D are 0.05, 
0.025, and s5arp. Heat transfer distributions are currently 
being measured and will eventuaily be compared to 
values predicted by using measured pressurs distrib~~tions 
as input to a convective heat transfer computer program. 

Measurement of the pressure distributions, canied out 
entirely in the JPL 43-in. hyper~onic shock tunnel, has 

3 been ccmpleted. This tunnel is driven by a 3-in. inside 

n 
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diameter shock tube which is operated in the reflected 
mode (tailored interface). The shock tube driver gas for 
all cases was H2 while the driven gas, and hence the 
tunnel working medium, was N,. The working section 
Mach number was about 12.5 while the total enthalpy 
was approximately 1800 Btu/lbm. The flow Reynolds 
number was about 4.2 X lo4, 'ft. 

The pressure study consisted of measurements at 45- 
deg increments of roll angle for the following angles of 
attack; a = 0, 5, 10, 15, SO, and 30 deg. Samples of the 
data obtained for the body of Fig. 1 at a = 0 deg are 
shown in Fig. 2, and for the body pitched to a = 15 deg 
in Fig. 3. The symbols rcpresent the numerical average of 
data taken while the error bars show the extremes of data 
taken from all runs. Average points represent results 
from two to four tunnel runs. Also presented (Fig. 4) is 
a diagram of isobars that resulted frcm radially cross- 
plotting the curves of Fig. 3. 



Fig. 1. Typical 60-deg half-angle blunted cone 
with 0.3-in. edge radius 

S/R" 

Fig. 2. Pressure distribution along 60-deg half-angle 

--+--I ROLL 

A 45 
90 -4 

0 135 
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Fig. 3. Pressure distribution along 60-deg half-angle 
cone at 15-deg angle of attack 

cone at 0-deg angle of attack Fig. 4. Isobar diagram prepared from curves of Fig. 3 
I 
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X. Environmental and Dynamic Testing 
ENVIRONMENTAL SCIENCES DlVlSlOH 

A. Low-Frequenry Plane-Wave Sound Generator fulfill thrre rcquiremnrts (Rsf .  3). Thir device (herein 

and ~mpedance-~earuring ~ ~ ~ i ~ ~ ,  c, o, Hares d e d  impdance-meanaiii: device) providcs undistorted 
sinusnidal acni~stic signals ir: thc range from 10 to 400 Hz. 

In tht* field of acollstic trsting of spwcraft and sub- 
systems, thc production of c v r r ~ ~ t  solind pn\vt.r spectra 
is an Important requirrment for proper cn7:imnrnental 
qualification testing. At the pr4:sent time, studies arc being 
mad(* 10 develop high-inten!,i ty S ~ U ~ I C  generntclrs with 
broader frrq~rency response charaotcristius, Investigations 
af the response charact~risti:~ af acotistic horns wil! com- 
plern~nt tbusr saurid generator sh~dirs (Rrfl;. I ;md 1). 

To empirically drterminu thr rcsprlnsu charautrristics 
of any acoustic horn. a devicr providing plane-wave 
rmustic inp~rts wer the fnlqrrt*ncy range of iintcrcit is 
needed. Thir devicy r n ~ ~ s t  alsn bt. capable of providing 
acoustic measurements within t h i b  hnrn tu determine its 
rrnsponst- characteristics. me drsign should he such that 
the response characteristics of thr acr,.~stic sotrrce and 
uf the t~rrnination can bc matl~cm~tically eliminated, 
thus providirrg only the rcspcjnsc! char,~ctcristics of tZr 
horn. With this information, thc precise contribution of a 
given ham to any acotistic systcm can he dr!termincd in 
Hdvance of tl:e actual system mernhly. 

Fig. I .  low-fmqu.nry plane-wtrwm sound genmmtor 
A low-frrquency plane-w~vc sound generator and and impmdonca-measuring devita, attached 

impcdanw-meazurit~ device (Fig. 1) was c!esigned to ta vibration shaker 
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It cstahlishrs thc acoustic press~lrr-s, particlc velocities. guide for the piston. The tuk ills0 provides the 
and the phase r~latiunsl lip lwtwe~n the pressures and mrans for attaching a monitoring micsopht~ne for 
v~lwit ies  at the input to the aco~~stic element titrdcr invcs- the throat prcssurr. i ~ n d  an acoustic ~lement or a 
tiption. Thrsc same parnrl;t5ters are determined, virher viriahlc-impedance hk. 
by mraasurement or by analytical prcdrction, at the nutput 
of the acoustic element. With these data, an accntiltr! 
determination of the elcmr,r~t impedance pmprties c:ln 
be nlade qt a given frrilamcy and the r l a n ~ n t  response 
char;~cter%tics dettrmisvd. This prowss i s  mlwat~d 3t 
enwgh frcquenciebs within tllc frqur=ncy hand of interest 
to provide adequate resolukion. 

2. Design 

This device is designed tn deternline the acor~stic im- 
pedanc~ in t r m s  of sound pressures and volume veloci- 
ties as nleasured at the i n p :  of an attached aeot~rtic 
rl:mect. Rasically, thc drwity rtquires only uudistortd 
shaker output pressure signals, which are cornpa:ible with 
the sewitivitirs of r!le monitoring accelerumeter and mi- 
crophone. to provide ~ccurate ammtic impdance infor- 
ination. (Mathematical il~sivatirms arc dcscrihed in drtail 
in Ref. 3.) 

(2) Piston. This unit is driven by a vibration shaker. 
The pistnn creates plane-wave sound fltlcttratinrls 
as it travels in the cylindt ical tuhe tinder very close 
tolcmrlce. An accelerometer is mounted, with its 
axis para114 to the piston motion axis, to measure 
the piston's aclvlmticn. The face sf the piston 
defines the "~ource" of the acoustic pressure flucht- 
ations. A microphone can be installed in the face . 
of the piston to measure the sound level and 
amotint of distortion. 

($1 Vibration shak~r.  This unit imparts oscillatory mo- 
tion to tile piston und is attached to the cylindrical 
tube with a mounting ring. 

(4 )  A C I ~ I ~ C  ebmeni. The acoustic element or horn to 
b~ analyzed ir attached to the cylindrical hZ>e so 
that the output of the tube becomes the input over 
its lecgth To:. an output of the horn. 

3. Test Canfiauration (5) Varidk-inrpedanm t t~he. For calibration plirposes, - . - 

A typical test configtiration (Fig. 2) cwnsists of thp fel- a variahlt&pedancc tu5e (blocked tubc) is in- 
stalled on the cylindrical tube. The diameter of the 

lotving mmponeats: hlucked tnbe is 1.375 in. witla the inside diameter 
(1) Cyiindrhl tube. This 1. %am tube provides flared for a distance of 1.25 in. from the mating 

the volr~me area for the wtmd source over the end to asstsre a smooth transition betwwn the two 
Ie~lgth of the qlfndrical tube and the ahgnrnent tubes. 

A m !  
E t a  

Fig. 2. Typical h s t  configurntion, using hyperbolic horn with pc termination 
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(6) Plane-t~wcr t t thcp .  For trst pnrposrs, ;I pli~nc-wave 
tubp may h~ ~ttactird to fllv ~ ~ ~ o t l t l ~  t)f tlw ;iiwi~stit' 
c.lt~~nrv~t to provi~lc u (M- t w ~ ~ ~ i ~ ~ i t t i o n  for thtA Ilorn. 

In ;I wpi~il l  test st-h~p (Fig. 3), tllr i~l*pcrlitnce- 
meas~zring dcvicr i?; nttacllerl tn the throat of a (hypt-r- 
bolic) ,lorn. Tlre mount of the Iir>rn i s  annch~d to a 
plune-wave trahc*. which is parktad with nhsorl~cwt m;ilc- 
rial to pn)\.ide a pc trnninaticrtl for the horn. This cnn- 
figuration allo\\,s n. ~ ~ m p a r i s o n  betw,s'e~n tllr. rnei~srrrctl and 
t l ~ r  pndictrd (thenPtical) rrsprmsr. vharacteri4tics of a 
finit~-lts~~gth horn. 

4. Calibration 

The impdance-n~r=;~st~rinfi tlr*vivt* was calibrated ttsing 
a arinblr-length hlockwl tlrlw (Fig. 3) tirat prcwided n 
k n m n  Irrarling irnpcdunce oKer a Er~qucncy rilngc from 
60 to 425 H..!. A cornp~itrr pmgrdin \rlzx w5tten to implc- 
ment the rquations. 'Ihu data indicate very gaotl realits 
uvcr thc freqr~rncy ratlgt- of in t t * r~s t  (6CU2-5 11~1, ant1 
pro\+idr a tc*rification of hot11 the dr*vict. and hie ca1ihra- 
tion tc~hnique. 

(a) Tlw trilx. \v 'Is will rvsonatu at particul;~~ he- 
qu~ i~c i e s  within the frtqrluncv band nf interest. 

(I,) Tlir microphontb head used to Incnsurc the 
throut presslrrc Ilns ii finite i1rm r:ithc*r than 
bring a p i n t .  This saurct? of crror would in- 
creascb with an increaw in freqnency. 

(;b) Thr. mien~phone, which mnnitors t11c sound 
prwsl.irv 1 0 ~ ~ 1 s  at thrr output of the device, 
mr~nitc~rs praalres iwrr ii finite arrii (0.5-in.- 
dium citclt.); therefore, it is  not n si~hgle point 
monitor as rrrlui~ctI by the ;iccompanying 
rnntht-matical theory. 

(hl Thr phase annglr Frtwccn tltc aru'e!t*rcmcter 
output \'Olta#! higr,al and tlic ~nicrophone out- 
p11t wltagc signaI is very criticaf. 

(c) Small crrors may be introducd by t:w manual 
rcarlot~t of the acce1vmmeter and the micro- 
pllonc output s i g ~ ~ a l  levels. ( l lese outputs have 
not. as yrt. h m  digitized.) 

T h ~ r p  art. s c v r ~ i l  possillIe sourcts of rrrnr in thr cali- T l~ i s  cnlihrxtinn ttecliniqt~e, which uses a blocked t t ~ ~ ,  

hmtion of the t1111c and the clrvi~v. provides n v r n  tvidc dlmurnic rangc f ~ r  calibrating the 
unit, sirlrr. thr t n h  ivill rcfliwt impedances ranging from 

11) I'ariahIe-imprtlancc h~hr.. mrr> to infinity. rlrpending on tht: value of cot KL, where , 

:7 ACCELEM LEAP CAnl k - 

USYING ROD 
BLOCKING P1STOW 

Fig. 3. Variable-impedante tuba aftochsd to device 

I 
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wave nur~lbcr K, cm-I = 2 ~ f / c .  This method provides a 
very acctlrate technique by selecting values of KL -- 0 
and k ( 2 n  + 1) ~ / 2 ,  where n = 0,1,2, . . . , since the 
value of cot KL changes very rapidly with KL. For these 
values of KL, any errors, such as described in Para- 
graph (2-a), will greatly affect the value of the output 

, impedance. The values of KL for these calibration runs 
were chosen such that cot KL was a fixed val e for each 
run and had, for all the runs, a range of absolute values 
of 0.303 = cot KL L 1.000. 

5. Conclusions 

The data obtained from the calibration runs indicate 
that accurate acoustic impedance information can be ob- 
tained. Calibration runs have verified the mechanical 

design of the device as well as the dccompanying mathe- 
matical analysis. Use of this device requires accurate 
methods of data acquisition, such as digital readout of 
phase, acceleration, and acou~tic. pressure, and maintain- 
ing undistorted input signals at the output of the device. 

References 

1. Olson, H.  R.. Acottstical Engineering, pp. 103-114. D. Van 
Nostrand Co., Inc., Princeton, N. J., 1957. 

2. Hayes, C. I).. Acoustic Spectrum Shaping Utilizing Finite 
Hyperl>olic Horn Tkory, Technical Report 32-1141. Jet Pro- 
pul~ion !.at,oratory, Pasadena, Calif., Aug. 15, 1967. 

3. Hayes, C. D., and Lamen, hl.  D., Low-Frequency Plane-Waue 
Sound Generator a d  Impedance-Afeasuring Device, Technical 
hlemorandum 33-376. Jet Propulsion Laboratory, Pasadena. 
Calif., Mar. 1,  1968. 

JPL SPACE PROGRAMS SUMMARY 37-51, VOL. 111 



XI. Solid Propellant Engineering 
PROPULSION DIVISION 

A. Molecular Momentum Transfer From 
Regressing Solid Propellant Surfaces, 
0. K. Heiney 

1. Introduction 

Ons of the more enduring suppositions of propellant 
deflagration is that of impulse propulsion. In essence, the 
hypothesis assumes a significant impulse pressure will 
be generated by an exchange of momentum between 
burning gas molecules and the surface of the propellant, 
from which these molecules were emitted. The following 
analysis briefly outlines the argument ard developmellt, 
1argeI.y on a molecular basis, that serves as justification 
for this effect, then considers more conventional gas- 
dynamics and ballistics which predict an effect of much 
lower magnitude. Finally, the experimental procedure 
used to adequately demonstrate that the lower predicted 
value of impulse pressure is the correct expression is 
described. 

Symbols used in this article are defined in Table 1. 

2. Analysis 

(2) There is a directional equiprobability of molecular 
emission in the half hemisphere bounded by the 
propellant surface. 

a. Impulse pressure. Reference 1 is the gerrerally Then, 
quotcd analysis for warranting the anticipation of this 
impulse effect. The development and assumptions pre- 
sented below are those given in this reference: 

(3) A mean molecular emission velocity may be defined 
which is a funcSon of the total mmbustion energy 
potential of this propellant. 

The specifin energy potential of the propellant is gven 
as 

The mean velocity Z, is 

(:) Tllere is a 100% conversion of the heat of com- 
bustion of the propellant into the kinetic energy which relates this postulated emission velocity to the 
of the gas moloailes. impetus F ,  of t?~e propellant. 
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Table 1. Nomenclature or for an end-burning config~lration 

C* characteristic velocity 

F, impetus of propellant 

g acceleration due to gravity 

mi mass of K-type molecule 

n dimensionless burning rate exponent 

n, number of Ii-type molecules 

P, chamber pressure 

P, impulse pressure 

R gas constant 

r burning rate 

Se burning surface 

T p  temperature of flame 

u, specific energy potential of propellant 

V, gas velocity 

V, velocity of K-type molecule 
- 
u, mean molecular ejection velocity 

r flow factor 

7 ratio of spec ific heat 

p, gas density 

p, propellant density 
I 

Using geometrical arguments, the development then 
states that the effective impulse pressure generated is 
equal to only one-fourth of the mass emitted at this 
velocity, giving 

where 

Then, 

which is the predicted impulse pressure with the given 
assumptions. 

b. C c w e n t i o ~ l  mass balance approach. The mass 
balance equation is given as (see Fig. 1) 

For end burner 

Then, substituting Eq. (5) into Eq. (4; gives 

for an impulse pressure of 

Equations (2) and (6) are fundamentally different in 
both form and effect prediction. It can be seen, however, 
that for either equation this predicted impulse pressure 
is quite low. In fact, it is for most purposes a second 
order effect. Figure 2 gives a plot of the impulse pressure 
predicted by both equations as a function of chamber 
pressure. It c,,n be seen that the conventional gas dynainic 
approach indicates a presswe 40 times lower than the 
mol-.cular momentum transfer approach at low pressures. 

Fig. 1. Mars balance approach 
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While at higher pressure (e.g., 10,000 psia), +be difference 
is well over three orders uf magnitude. It  must he under- 
stood that these figures we for a given propellant formu- 
lation and Eurnicg rate, 3s both Eqs. (2) and (6) are 
highly sensit I e to the deflagration rate dependence cn 
pressure. .in end-burning config;~ration was also assumed. 
if charges sre perforated to incrcase the h~lrning area, 
Eq. (6) ca:i be multiplied by the burning area to chamkr  
area ratio. The analysis for Eq. (2) woulg' completely fail, 
however, as the majority of the mc:lecuii~ would be 
"ejected" radiall? rather than longitudinally. 

To determine \vhich, if either, of the expressions is 
correct, an e~perim~mtal program was undertaken to com- 
pare the thrust generated by a 3-in.-diam end-burning 
motor. This motor wa5 fired at atmospheric pressure with 
a constant 7.07-in.' burlling surface. 

As can be seen from Fig. 2, the molecular momentum 
exchange equation would predict a thrust of 1.98 lb. while 
conventional ballistics would predict a thrust of 0.044 lb. 

Flg. 2. Impulse pressure predictions as function 
of chamber pressure 

The propellant used was of the aluminized wmposite 
rubber base type. An impetus F ,  for the propellant was 
determined from t!,e C* value by the simple relationships 
(Ref. 2) 

F,, = RT,, 

RT,, C*' = - 
T" 

The C* of 4890 ft! s fr,r the formulation gave an impetus 
ot 313,400 ft-lbjlb, which is quite typical of average gun 
propellant impetus values. Other parameters of the pro- 
peliant are : 

y = 1.14 

t ,  at 1000 psia = 0.37 in./'s 

p, -- 0.065 Ib ;in. : 

T p  = 5743OK 

3. Expurimental Procedure 

The test configuration initially used is illustrated in 
Fig. 3. The load cell utilized had a maximum thrust 
capcbility of 2 lb and a resolution accuracy of t0.002 lb. 
The wficeled suspension system was found to be too 
crude for the delicate thrust measurements. A suitably 
sensitive suspension system that was successfully utilized 
is ill- str rated in Fig. 4. The system was b a ~ e d  on ballistic 
5uspnsion of tht motor and proved quite effective. 

Figure 5 illustrates the plume developed from the 
3-in. motor during a Sring. The fiducial lines on the 
thrust stand are 1 ft apzrt. In general, the plume was 
quite imprcs~;ve and one could legitimately suppose a 
sizable thn~st  was being gel?erated. During firings for 
which data was developed, a -+ i-osid pressure gage with 
a resolution of 20.01 psi indicated 15at chamber pressure 
and ambient pressure differentials werc not measurable. 
Thrust measurements during the first firing showed a 
constant t h ru~ t  of 0.046 lb for the 60-s firing durdtion 
while the second firing had a constant thrust of b!M2 lb 
for a like period. Within the limits of the load cell rt:o- 
lution, these values are as predicted by the ballistic 
analysis of Eq. (6). A short~ned chamber pressure and 
thrust curv- are shown in Fig. 6. It can be seen that the 
only noticeable pressure increment occurs at ignition 
and then falls to zero. 
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Fig. 3. Iniiiai solid propellant motor test configuration using wheeled suspension syctv.n 
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TIME, s 

Fig. 6. Chamber pressure and total thrust curves 
for motor firing 

Fig. 4. Sensitive ruspsnsion system for motor 
thrust maos~rernenfs Also implipit in these results is the fact that a significant 

blllistic (affect i s  not obtainablr from the impulse pressure 
tunccpt. Considerable r b r t  hsr been expcnda on the 
various utravcling cjlargr.'' svptrms OF gun hallistics in an 
attempt to utili-m this impulse prpssure pl~unornenon~ 
Tlirsc eqr.riments r~suaily fiiilcd clue tu pmprliant physi- 
cal property considemtiom. If they had not, however, it 
would have b c ~ n  seen that ft~ndzmental p11;'sical miscon- 
ceptions were prcmscnt in the basic h y p t l ~ ~ s e s .  
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Fig. 5. Plume developed from firing a 3-in. 
ralid propellant motor 

B. T-Burner Studies, E. H.  Perry' 

I .  Introduction 
4. Conclusion 

One nf thr: primary nhlrctivcs nf the current T-burner 
The results of this study indicate that the molecular stutlies at IPL is  tn gain a mom thorough und~rstanding 

momentitm rxchmge impuIse pressure deve!apment is of tht. burner itself. Experiments were conducted to m ~ a -  
erraneous. This is primarily due to a fi~ndamc~ntrll physical srlre the qcoustic :nsses of a 1.5-in.-diam T-burner. 
misconception betwcen the mean and net R ; I ~  velocity, 
which is cant~incd in the assumptions. 'California Inrtitlltc nt Tt-rhmilolry, Fer;#l~n: . CaFil. 
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Although the measurements were made under "cold" con- 
ditions in the burner, a basis is provided for understand- 
ing the losses observed during test firings. 

2. Theoretical Acoustic Losses 

The acoustic field withir a T-burner during a firing 
consists of a standing wavc of wavelength 2L, where L 
is the length of the burner cavity. This field is maintained 
by the burning propellant at the ends of the cavity and 
accordingly decays after burnout of the propellant. The 
decay is approximately exponential in time with the time 
required for the acoustic pressure to drop by a factor 
of e, defined as the "decay time" of the burner. Usually, 
however, reference is made to the "decay copstant," which 
is the reciprocal of the decay time. 

It is well established that a sormd wave traveling 
throrigh a tube is attenuated at a ra:e proportional to the 
square root of the frequency ard inversely proportional 
to the tube's radius. This decay is due to viscous and 
thermal dissipason near the tube wall. Reference 1 gives 
the following expression for the decay const~nt associ- 
ated with these wall losses: 

(fIM 
uw = (r)M [!>;* 4- (K)H(y - I)] R 

where 

= kinematic viscosity coefficient 

K = thermal dihsivity cttef6cient 

y = specific heat ratio 

expected to be very small. In the present experiments, the 
ratio of vent diameter to cavity length never exceeded 0.M. 

Thus, it appears that the only losses in the "cold 
T-burner should be those d ~ v  to dissipation at the walls 
and ends of the cavity. If this is indeed the case, the 
decay constant of the burner should be the sum of the 
wall and end decay constants. That is, if a is the burner 
L a y  constant, then 

where a, and a, are given above. 

3. Experimental Procedures and Results 

An acoustic environment simulating that encountered 
during a firing was provided within t5e cavity by a sound 
driver unit outside. An audio oscillator was used to drive 
this unit at the standing-wave frequency of the cavity. 
The sound introduced into the cavity through a small 
hole at one end was observed by a 0.25-in.-dim con- 
denser microphone at the opposite end. Figure 7 illus- 
trates the arrangement used. 

MICROPHONE 7 

SOUND 
DRIVER 

OSCILLOSCOPE I--] 
f = frequency Fig. 7. Block diagram of experimental arrangement 

R = tube radius 

In addition, a s re  are thermal losses associated with By abruptly turning off the sound driver and observin~ 
the subsequent decay 0:' the standing wave, the decay the re%ction of the wave from the ends of the cavity. 'Y)nStant of the burner WPI determined. Burner lengths 

T'hrough arguments i-in-lilar tl,o= u3ed to derive fmm , to * in. wen used to obtain a range of Eq. (I), one a n  show that the decay constant for such frequsncy. end losses is given by: 

(fP Figure 8 illustrates the behavior of the decay constant 
a. = (bK)w(y - I j  as a function of frequency at atmospheric pressure. For 

the purpose of comparison, the values of the decay con- 
Since the T-burner is a vented' cavity, the possibility stant predicted by Eq. (3) are plotted along with the 

exists for acor~stic radiation from the exhaust vent. How- experimental values. The agreement is seen to be fairly 
cver, the center of this vent is located precisely at the good over the entire frequency range. The experimental 
pressure node of the standing wave in the cavity. There- values all lie above those given by the ,theory, which is 
fore, if the diameter of the vent is small compared to the to 'be expected since there are small losses cumdated 
c ~ .  ry length, any radiation losses from the vent can be with the sound lead-in and detection devices. 
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I b 200 400 600 800 1000 I209 l40d 

FREQUENCY, Hz 

Fig. 8. Decay constant as a function of frequency 
at  atmospheric pressure 

worse as the chamber pressure increases. The cause of 
this condition is not completely undetstood at present, 
although it might be due to losses associated with im- 
proper fitting of some of the burner sections. Small gaps 
between adjoining sections have been found to give rise 
to very large losses; possibly these lasses increase with 
pressure, which would explah the above results. 

The final phase of the experiments consisted of an 
attempt to measure the acoustic losses associated with 
the vent. A plug was made to Rt into the vent so that 
the latter could be completely closed off, thereby elimi- 
nating the possibility of any acoustic radiation from the 
vent. Decay measurements obtained with the vent thus 
closed were compared with those obtained with it open. 
Any difference lxtween the. two sets of measurements 
was too small to be detected, which indicates the vent 
losses are indeed small as suggested above, 

4. Applicatiou of Results 

There is eviden~e the.t the above "cold" burner analysis 
applies also to the losses observed during actual T-burner 
firings. Figure 10 presents decay constant data reported 
in Ref. 2 for two similar composite propellants denoted 
as P. 12 and A-14. The empirical curve through h e  data 
assumes the square-root dependence suggested by Eq. (3). 
The rather good iit suggests that the acoustic losses of 

I --- THEORY I 
OLIL 1 I I 

C 
J 

50 100 I X  200 250 300 350 

PRESSURE, psia 

F.9. 9. Decay constant as a function of pressure 

Figure g presents the experimental and theoretical 
values of the decay constant as a function of mean cham- 
ber pressure. To obtain these measurements, the ~tppa- 
ratus was placed in a chamber pressurized with ni!rt.gen. 
All of these measurements were made at a frequeacy of 
530 Hz. As can be seen in the figure, the apeenrent be- 
tween theory and experiment becomes progn!ssively 

Fig. 10. Decay constant as reporhd in Pef. 2 
for actual T-burner firings 
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the T-burner are described rather well for thcse two pro- Roforencer 
pellants by an equation similu to Eq' (3)' It s'rOuld 1. Landau, I,. D., and Lifschitz, E. M., Fluid Mechanics, p. 303. 
mentioned that other data of reference exhibit a Addhn-Wesley Publishing Co., Inc., Reading, Aass., 1059. 
similar behavior. Future studies an expected to show, 

2. Horton, M. D. Testing the Dyrrclmic Skrbflfty of Solid Propel. mong other things, the losses have the gmebic hm: Techmuss and Doh, NAVWEPS Report Mw, N m  
dependen- indicated in Eq. (3) as well as the frequency Tr 2910, pp. 34-35. U.S. Naval Ordnance Test Station, China 
dependence discussed above. Lake, Calif., ~ u g .  1964. 
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XII. Polymer Research 
PROPULSION DIVISION 

A. Investi?j;niion of the Transport Characteristics 
of an lonene Membmne, 
H. Y. lorn and I. Moa~anin 

The battery separator material is one of dlc key factors 
that determine the lifebme of a silver-zinc battery. 
Ideally, the battery separator membrane should allow 
charge transfer to carriers such as OH-, but should pre- 
vent silver and zinc ionic species from leaving their 
respective half-cells and thus avoid internal short circuits. 

1. 

The objective of this work was to initiate a systematic 
* study of the various transport characteristics of mem- 

branes to ascertain the chemical and morphological 
requirements that lead to desirable permselective prop- 
erties. In free diffusion. the solvent and solute move 
relative to each other. Hence, only one transport d- 
cient would be required to relate flow and concentration. 
Imposing a membrane would require additional factors 
that must consider the interaction of the solute and 
solvent with thi  membrane. Another consideration that 
Muences transport is the pore size in the membrane. 

..: Such membranes can theq be experimentally tested for 

1 
their permselectivity by the number of d c i e n t s  re- 

.-, 

Z quired to describe the transport of ions, using the * 
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formalism of irreversible thermodynamics, provided the 
process is just slightly off quilibrium (Refs. 1 and 2). 

This portion of the study was performed on ionene 
membranes (Ref. 3). In ionenes, positive quaternary 
ammonium ionic groups are incorporated along the 
hydrocarbon backbone and their charge density can be 
varied in a systematic fashion to assess their effst  on the 
transport d c i e n t s .  Although the current polyethylene- 
graft-acrylic-acid separator also has a hydrocarbon back- 
bone, the acrylic acid branches are distributed at random; 
whereas, in ionenes, the charged groups are distributed 
in a uniform manner. This article covers the electrical 
properties of cells prepared with ionene membranes. 
When the concentration data that are presently awaiting 
analysis become available, an article demonstrating the 
presence or absence of preferred ionic transport will be 
presented. 

2. Materials and Equipment 

Materials procured for this study consisted of N, N, N', N'- 
tefiwnethylhexanediame, 1,6dibromohexane, tetrachloro- 
o-benzoquinone (TCBQ), reagent grade potassium chlo- 
ride, grade 72-51 polyvinyl alcohol (WA), and battery 
separator membranes. De-ionized distilled water was used 
throughout the investigation. 



Transport cells were fabricated from pyrex glass 
(Fig. 1). The glass joint holding the two half-cells has 
a grooved flange to permit the installation of an O-ring. 
The men;Lrane is mounted on the flange of one cell with 
the 0-11ng pre-i~utalled. The flange from the other cell 
is then brought in contact with the membrane and the 
assembly clamped. 

VOLUME -$=) rlNGh=- 
CLAMP-' 

Fig. 1. Transport cells for ionene membrane tests 

The horizontal arms with a 3-mm bore diameter are 
used for volume measurement. Since both arms are at 
the same height, flow of liquid across the membrane can 
occur without change in hydrostatic pressure. The volume 
measurement is good to k 1 4  pl with a volume of about 
125 mljcell. Glass joints were also included to permit the 
insertion of platinum electrodes. 

Equipment required for electrical measurements con- 
sisted of a high-impedance dc millivoltmeter, an ac im- 
pedance bridge for resistance, a regulated dc power 
supply, and an electrical timer. Platinum blackened elec- 
trodes were obtained by electroplating 0.010-in.diam 
plasnum wire. 

3. Mambrane Fabrication 

The membranes made for this study were prepared by 
combining N, N, N', N'-tetrarnethylhexanediame and I,& 
dibromohexane on a 1:l gram molecular weight basis 
(Ref. 1). The synthesized copolymer designated as a 
6,eionene was weighed ar 1 ar!ded to PVA and TCBQ 
in different proportions. The PVA and TCBQ weight 
ratio was maintained at 100:l. Water was added as 
needed. PVA was prepared as a solution by heating 
water to 100°C and adding PVA for scpersaturation. 
Any insoluble PVA was removed by filtration. 

The water mixhire with the membrane ingredients was 
shaken, then cast the next day onto glass slides. Tlie 
water was allo\vcd to evaporate, and the films were later 
heat-treated at 100°C for 1 h. These membranes were 
then stored in petri dishes. 

One membrane (50 wt % ionene) was inspected with the 
stereoscan electron microscope. The dry-mounted sample 
was found to be pinhole free; for eorrrparison the same 
sample is shown with a puncturc made with a 250-pm 
pin (Fig. 2). This result indicated that the fabrication 
procedure was satisfactory and thjt all the membranes 
should be free of pinholes. Further investigation on this 
point is being cantinued and will become a routine pro- 
cedure for merr~brane characterization. 

For chemical analysis (by Gulf General Atomic, San 
Diego, Calif.), the samples were first treated with neutron 
irradiation and then assayed in batches for potassium 
ax3 chlorine as radioactive elements in a scintillation 
counter. A standard and a blank were always included 
with each batch. 

4. Experimental Procedures 

The membranes, water-prewetted or dry, were mounted 
first; the platinum electrodes were inserted next; then, 
the cells were filled with their respective bathing media. 
Once the media came in contact with the membrane, a 
timer was activated. The transport apparatus was then 
placed in an ultrasonic cleaner and vibrated for 2 min 
to removc any entrapped atmospheric gases. The cells 
were then transferred to a bench where an ac impedance 
bridge and a millivoltmeter were connected to each 
electrode. The high-impedance millivoltmeter which con- 
tinuously monitored the potential Merence across the 
membrane was assumed not to draw current from the 
system. The ac impedance bridge was artivated only 
when the membrane resistance was measured. The bridge 
was energized by a 400-mV, 1000-Hz internal source. 
diquots of 50 p1 were removed periodically from each 
cell. 

Membrane thiclcnesses were measured to +31 pm with 
the aid of a calibrated filar eyepiece and a stereomicro- 
scope. A piece of the membrane was excised from the 
remaining stock material in the immediate area wnere a 
larger piece had been previously removed for the trans- 
port study. Its thickr:,?ss was measured while dry, in 
water, and in salt solution. For the analysis of the trans- 
p r t  experiments, the thidcne.. was taken to be the 
average dimension in water and salt solutior~. 
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( 0 1  HIT 1 MAGMIFICATION OF MEMBRANE FREE OF 
P I I .  rlOLES 

( b J  LOW MAGrUIFIC4TlON O f  S&ME MEMBRANE 
WITH 25r)-prn PIN HOLES 

( c )  HIGH M l G b I F I C A T I O N  O F  P, PIN HOLE 

Fig. 2. Efedron microgrsphr of a 50-wt-% ianene membrane and the detection of pinholes 

5. Results 

At  different intervals or time, the vrrlr~rnc difference 
of t.acIi c(.Il, ac rrsi~tancr at 1000 Hz, potential difference, 
and aliqtiots from each cell wrrc ohtaintul. The p t ~ n t i a l  
nbservrd is that ~eneratcd hy the two cells, which art 
;ir mnccntratinn half-cells. Concentrations arc not ia- 
clud~d at this time a-5 thu ch~mifiql analyses are irrcom- 
i > l ~ t ~ a .  The volume changes are shown in Fig. 3. 

During the first 3000 s, the ionene rnemhranrs (Fig. 3) 
exhihit fairly rapid volt~me changes. The initia1 phase is 

fotlo\ved by a d~creasr in the rate of volr~me chanm with 
somc intlicntinn that strady statr is  approachcrl. This is 
Ilrst il1ustrattx-I in Fig. 3f whew the volum~ cllange f ~ r  
the 70-wt-4; ioncnc rvnt~nt is ~sscntially a straight line. 
The battrry scparator (Fig. 3g) also shows an initial 
rapid pliasc followrd hy a slow~r phase. For tile hatttary 
scparator, ho~vw.cr, the initial phase takes only 1500 s. 
It i s  interesting that the initial phase, the incubation 
period, of the ionrnc mrrnhranes appuars to be indr- 
pcndent of its thickness. For the battery scparator, this 
point could not he ch(:cF;ed since only one thickness was 
availahlr. 
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Fig. 3. Tamporal nsponsos 
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IN WATER CELL 

--- A POTENTIAL DIFFERENCE 
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TIME, r x 103 

Fig. 3 (contd) 

JPL SPACE PROGRAMS SUMMARY 37-51, VOL. Ill 



Once the slow p'hase begins, the sbln of the volume resistance and must necessarily be reflected in the ionic 
differences may not be zero. However, where those sums concentrations. 
are not zero, the membranes were mounted dry; those 
membranes whose values are about zero were mounted 6. Conclusion 
wet. To assess the swelling behavior, the membranes were 
hthed in both water and in potassium chloride solutions. 
Results in Table 1 show that the membrane thickness, 
including the separator material, is essentially unaffected 
by the media until the ionene content is 20 wt $ or greater. 
When the ionene content exceeds 20 wt %, the membrane 
prewetted with water contracts markedly when plunged 
into a salt solution. 

One variable ~.ensitive to the volume differences is the 
potential differewe ($) across the cell. The voltage in 
absolute units is used to generate the curves in Fig. 3. 
However, whether or not the potential difference is a 
measure of the ionic concentration across the membrane 
is still inconclusive as the aliquot concentrations have yet 
to be completed. Nevertheless, this measuremer~t is 
certainly more sensitive to the volume changes than 

The results suggest that as the membrane absorbs 
water there ensues a decrease in the total volume in the 
cell (liquid plus membrane). One possible explanation 
is that when water is absorbed by the membrane, the 
hydration sphere around the quaternary ammonium ion 
reduces the specific volume of water in the sphere and 
thus leads to a negative volume of mixing. Volume con- 
tractions are well known for mixtures of salt solutions 
and water. 

This volume decrease is evidently unrelated to the 
incubation period since it exists whether the membrane 
is mounted wet or dry. It may be argued that the initial 
phase is an artifact since the surface tension in the 
capillsry of the water cell may be large enough to pre- 
vent flow. Flow begins at some later time when enough 
ions are transported across to reduce the surface tension. 

Table 1. Temporal response of membrane to bathing media 

i 
i 
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If this were so, the duration of the induction period Rafaroncos 
would depenc! i n  the thickness; however, no corrilation 

1. De G m t ,  S. R., Thermodynamics of Irrmsrsihle Processe~, 
with thickness was observed. Moreover, even when some North 1951, 
membranes were prewetted, the incubation 2. Kedem, 0., and Katchalsky, A., Tmns. F a d a y  SOC., VO~. 58, 
period was not reduced. Thus, the evidence seems to pp. 1918,1831, and 1841,1883. 
strongly indicate that the initial phase is 'eal, although 3. Remtlun, A., Baumg~rtner, W., and Ehenlxrg, A., J .  Polvm. 
the mechanism is unknown. ~ c i . ,  Part B, ~ o l .  6, p. 159, 1888. 
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XIII. Research and Advanced Concepts 
PROPULSION DIVISION 

A. Laminarization in Nozzle Flow, 
L. H. Baclr, R. F. Cuffel, and P. F. Massier 

1. Introduction 

Turbdent boundary layers under certain flow accelera- 
tion conditions can undergo reverse transition toward 
laminar boundary layers. This phenomenon offers the 
advantage of a i&d&on in convective heat transfer and 
is of considelable interest since it can sometimes be pro- 
moted in rocket nozzles. The reverse transition process, 
referred to as laminarization, has been fo~ral! to occur 
when values of the parameter K = (v,/u:) (due/&) ex- 
-.eed about 2 X lo4. (Symbob used in this article are 
defined in Table 1.) 

To better understand the conditions ur,der which lam- 
inarization occurs and the effect of laminarization on 
the friction d c i e n t ,  an investigation of the structure! 
of the boundary layer was undertaken in a nozzle. 

bustion chamber is an integral part of the convergent 
portion of the nozzle. The conical half-angle of conver- 
gence was 10 deg, the inlet diameter 5.00 in., and the 
throat diameter 1.59 in. The nozzle was also instrumented 
so that heat transfer measurements could be made. 

Boundary layer measurements upstream and within 
the nozzle were made at the stations noted in Fig. 1, 
where the free-stream Mach numbers were 0.086 and 
0.19, respectively. Compressed air was used and data 
were obtained over a range of stagnation pressures 
between 15 aud 150 psia and at a stagnation tempera- 
ture approainately equal to the ambient temperature of 
540°R. Consequently, the flow was esse~stially adiabatic 
in the boundary layer ~ g i o n  where the measurements 
were made. The boundary layer was turbulent at the 
nozzle inlet with a thickness of about 34 the iuzet radius 
of the nozzle. 

Flattened pitot t u b  0.- in. high were used r9 
2. Test Conditions and Apparatus measure impact pressures; the tuber were moved 

Tbe nozzle used for the tests (Fig. 1) resembles a mechanically normal to the wall by a micraaeter laad 
d g u r a t i o n  used for rocket enginsr in wbich the com- screw. 
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Fig. 1. Variation of flow variables 

3. Experimental Rnuhs the profiles to the law of the wall which was taken in 

The free-stream velocity variation obtained from the the fonn 
measured wall static pressures for isentropic core flow u+ = 5.5 + 2.5 In y+, 
(r = 1.4) is shown in Fig. 1. This distribution is essen- Y+>m (1) 

- 

ihlly i of stamti- P m .  The pPrnmder ~h~ vehcjty di*bUtiion is m n  to agree the 
for 'aption pnarurs -# is west law of the wall relation. In the outer pen of the boundary 

in the inlet ern of the It then layer, the wakelike behavior found in many turbulent 
the d e  and is larger for the lower stagnation pressure bun* layers is ( ~ ~ f .  1). 
test since Ka (l/pt) for nozzle flow. 

The efkct of flow acceleration 9x1 the velocity p d e s  
At the approach section station, velocity pmfles is shown in the lower half of Fig. 2 at the nozzle station. 

(Fit?. 2) are seen to be typical of a turbulent boundary At the higher stagnation pressure, the p d e  becomes 
layer. In the representation of u+ and v, the wall shear datively k t  in the outer part of the layer. The wake- 
stress r was determined in the approach section by fitting like behavior found upsfream has disappeared and, 



DIMENSIONLESS DISTANCE y+ 

Fig. 2. Velocity profiles in the approach section and nozzle 
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although there is some curvature of the profile nearer inferred from the Blasius turbulent boundary layer rela- 
the wall associated with the effect of acceleratiori, P tion Eq. (2). It is noteworthy that the reduction in wall 
fair fit is still found to the law of the wall. The friction friction occurred in a relatively high Reynolds number 
coefficient of cf/2 = 1.83 X lVS obtained from this fit flow with the throat Reynolds number [ (p ,~ ,D)/~, l ,~  = 
is about 10% higher than the value that might be 6.5 X 1V for the lower stagnation pressurt: test. 
inferred from the Blasius turbulent boundary layer 
relation 

The value of K corresponding to this higher pressure 
test is 0.24 X 106. 

A drastic change in the structure of the boundary layer 
in the nozzle occurred at the lower stagnation pressure 
where K is an order of magnitude higher (2.4 X 106). 
The slope of the velocity profile (du/dy) is considerably 
reduced near the wall. In fact, the measurements near 
the wall can be linearly extrapolated to the wall, and 
the friction coefficient so deduced is cf/2 = 1.67 X lVS. 
This value is consistent with that obtained by fitting 
the Blasius flat plate laminar velocity profile f' (q) 
(Ref. 2) to the measured values near the wall. The fit 
specifies 7 in terms of the experimental value of y/B, 
and the friction coefficient is then determined from the 
slope of the exact solution fa at the wall: 

The Blasius profile, however, deviates from the measured 
profile at points away from the wall because the boundary 
layer that has apparently become laminar-like near the 
wall experiences flow acceleration. A better fit is afforded 
by the Hartree wedge flow profile for /3 = 2 (Ref. 3) 
shown in Fig. 2, and this profile yields a somewhat higher 
friction coefficient of c,/2. = 2.07 X lVS. Other accel- 
erated laminar flow profiles for convergent channel or 
sink flow (Ref. 2), or perhaps more appropriately for 
conical channel or sink flow (Ref. 4), would fit the 
measured profile about as well as the Hartree profile for 
/3 = 2 and yield friction coefficients no more than 5% 
higher than that deduced from the Hartree profile. 

To illustrate the reduction in the wall friction because 
of the apparent laminarization near the wall for the lower 
stagnation pressure test, the friction coefficient cf/2 = 
2.07 X lo-' is about 25% below the value that might be 

Table 1. Nomenclatun 

'=I c, friction coefficient, - = 
2 peu: 

D nozzle diameter 

due K laminarization parameter, - 
u: dx 

pt stagnation pressure 

r tube or nozzle radius 

Tt stagnation temperature 

u velocity component parallel to wall 

u 
u+ dimensionless velocity, 

x distance along the wall 

y distarce normal to wall 

Pe ($Y 
y+ dimensionless distance, 

k 
z axial distance 

a angle between wall s ~d axis 

y specific heat ratio 

8* displacement thickness 

B momentum thickness 

p viscosity 

v kinematic viscosity 

p density 

T wall shear stress 

1 Subscripts 

e condition at free-stream edge of boundary laye 
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An indication of the region in which laminarization 
occurred near the wall in the nozzle at the lower stag- 
nation pressure is shown in Fig. 2. Inferer.ce from the 
agreement with the Hartree profile for j3 = 2 suggests 
that the boundary layer was laminar-like out to a loca- 
tion where y+ is about 30, a value associated with the 
viscous sublayer of a normal turbulent boundary layer 
and at which location laminar transport is small com- 
pared to turbulent transport. However, Launder (Ref. 5) 
still detected turbulent fluctuations close to the wall with 
his hot wire surveys in a similar laminarized boundary 
layer. Farther away from the wall, the velocity profile 
(Fig. 2) indicates that some turbulent transport still exists. 

Thus, in the experiments discussed here, the velocity 
profiles measured upstream and within a conical axisym- 
metric nozzle revealed a strong effect of flow acceleration 
on the structure of an originally turbulent boundary 
layer. When values of the parameter K exceeded about 
2 X the boundary layer became laminar-like near 
the wall because of flow acceleration, and the wall fric- 
tion was correspondingly less than that associated with 
a turbulent boundary layer. 

References 

1. Coles, D., "The Law ot the Wake in the Turbulent Boundary 
Layer," J. Fluid Mech., Vol. 1, pp. 121-226, 1956. 

2. S~hli~hting, H., Boundcrry Layer Theory, Sixth Edition. Maraw- 
Hill h 3 k  Co., Inc., New York, 1965. 

3. Hartree, D. R., "On an Equation Occurring in Faher and 
Skan's Approximate Treatment of the Equations of the Boundary 
Layer," Proc. Cambridge Phil. SOC., Vol. 33, pp. 223-259, 1937. 

4. Crabtree, L. F., h'uchemann. D., and Sowerby, L.. "Three- 
Dirnensi~nal Boundary Layers," in Laminar Boundow Layem, 
p. 427. Edited by L. Rosenhead. Oxford University Press, New 
York, 1963. 

5. Launder. B. E.. LmnfnarfzaHon of the Turbulent Boundcrry 
Layer by Accelemtion, Report No. 77. Gas Turbine Laboratory, 
Massachusetts Institute of Technology, Cambridge, Mass., 1964. 

B. Liquid-Metal MHD Power Conversion, 
D. G. Elliott, 1. G. Hays, and D. I. Cen'ni 

1. Introduction 

Liquid-metal magnetohydrodynamic (MHD) power 
conversion is being investigated as a power source for 
nuclear-electric propulsion. A liquid-metal MHD system 
has no moving mechanical parts and operates at heat- 
source temperatures between 1600 and 2000°F. Thus, 
the system has the potential of high reliability and long 
lifetime using readily available containment materials 
such as Nb-l%Zr. 1 

In the MHD cycle being investigated, liquid lithium 
is (1) heated at about 150 psia in the reactor or rt-actor- 
loop heat exchanger; (2) mixed with liquid cesium at the 
inlet d a two-phase nozzle, causing the cesinm to 
vaporize; (3) accelerated by the cesium to about 500 
ft/s at 15 psia; (4) separated from the cesium; (5) decel- 
erated in an AC MHD generator; and (6) returned 
through a diffuser to the heat source. The cesium is 
condensed in a radiator or radiator-loop heat exchanger 
and returned to the nozzle by an MHD pump. 

A 50-kW conversion system, which is to be operated 
with room-temperature NaK in place of lithium and 
nitrogen gas in place of cesium vapor, has undergone 
closed-loop tests with water and nitrogen. Cycle improve- 
ments have been studied and efficiencies of 8 to 11% 
were found to be theoretically possible through separator 
improvements or multistaging. 

2. NaK-Nitrogen Conversion System 

The conversion system was assembled without genera- 
tor coils for water-nitrogen testing. Figure 3 shows the 
nozzle, separator, generator housing, diffuser, liquid 
return lines, nitrogen lines, and the starting and makup 
systems. The coils wrapped around the liquid return 
lines are heaters which will serve as the electrical load 
for the generator in the NaK-nitrogen tests and maintain 
the NaK at room temperature. 

Twenty 5- to 10-min runs were made to determine 
the starting conditions and closed-loop operating limits. 
The s:lrsrem was started by turning on the nitrogen and 
thcn iu;t:cting water from the start tank at 140 psia and 
1M 113 j. while feeding 5 lb/s of water from the makeup- 
flow u:gulator which was set to maintain 150-psia nozzle 
inlet pressure. When the nozzle pressure exceeded 140 
psia the start-tank flow stopped and back flow was pre- 
vented by cher.L valves. The makeup regulator then con- 
:hued , o  inject liquid until 150 psia was reached, after 
which be regulator continued to supply water to replace 
the I.!; Ib/s lost with the nitrogen. The start sequence 
:equired about 5 s. Various settings of the nitrogen flow 
r;~te and the start tank and makeup regulator pressures 
wrre tried in the first few runs until the smoothest pres- 
sure buildup was achieved. Pressure oscillations occurred 
with some settings and closed-loop operation was not 
sustauied after the start-tank flow ceased. 

After several runs the generator channel was Inspected 
and it was found that the laminated vanes for eddy- 
cun?nt suppression at the generator inlet and three of 
the !aminat& slot plugs were missing. The tests were 
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Fig. 3. Liquid-metal MHD reference system 

continued and operation wr obtained at several mixture output are at essmtially constant temprphlre. However, 
ratios at each of the t h m  nozzle ples5ures selected for friction losses in the pwsent desip canccpt limit the 
the NaK tests: 150, 180, and 230 pria. The vanes and efficiency to ahout 25% of the Camot ~ i u e  at 

plugr were then and a series of ~ o \ ~ e ~ l a n t  c3nditions of T ~ f l ,  0. 0.7, or an efficiency 

runs was made. Some vanes were again lost, and better of about 8% (half !he efficiency of turbine and ther- 

anchoring techniques will hc required in the NaK tests. mionie conversion systems). 

3. High Efficiency Cycles The main friction Igsses are in the separator and gener- 
ator and can he  reduced in three ways: (1) decreasing 

'Ihermodynamically, liquid-metal MHD cycles ~rsing the separator width to decrease the generator surface- 
two components, such as wsium and lithium, and employ- to-volume ratio, (2) finding a method other than surface 
h g  a aegennstiw heat :xchangcr b e e n  the c e s m  impingement far coalescing the Row, and (3) reducing 
vapor and cesium condensate lines are limited only by the velocity of Le liquid metal through multistage opera- 
the Carnot efficiency 1 - T,/T,, since heat input and tion at reduced pressure ratio per stage. 
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GENERATOR INLET WIDTH/HEIGHT RATIO c/h2 has been the only type tested. Liquid impingement on 
32 16 8 - 3 the sidewalls of such a separator has been small and it 

I2 I 1 may be possible to increase the height-to-width ratio to 
4, for a 1-percentage-poinf efficiency gain, and even 10, 
for a 2-percentage-point gain, without excessive sidewall 
impingement. A nozzle with a ratio of 3.8 is being fabri- 
cated to investigate narrow separators. 
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The upper two curves in Fig. 4 sllow the efficiency 
attainable without separator friction. Even with a square 

- nozzle exit, the efficiency is 9.3% at 15 psia condensing 
pressure and 10.2% at 10 psia. If, in addition, the fric- 
tionlessly coalesced liquid can be delivered to the gen- 
erator qt the more favorable aspect ratios, then cycle 
effici, .es could reach 11 to 12%. To determine to 
what extent such gains can be realized in practice, a pair 
of nozzles are being fabricated for impingement of the 
flows on each other instead of on a solid surface. 

b. Multiskrge cycle. An efficiency improvement to the 
9-11% range can be achieved without separator changes 
if power is extracted at intermediate stages of the expan- 
sion process. The improvement results from lower separ- 

0 l 1 1 1 
2 4 6 10 

ator losses in stages at higher pressure and improved 
I generator efficiency resulting from the lower liquid veloc- 

NOZZLE EXIT HEIGHT/WIDTH RATIO A,/C ities. 
Fig. 4. Effect of reducing separator width and eliminat- 

ing separator friction on cycle-efficiency 

a. Separator improuemenb. Figure 4 shows the ef6- 
ciency gains possible through separator width reduction 
and frictionless coalescence. The operating conditions, 
using cesium and lithium as the working fluids, are: (1) 
1800°F nozzle inlet temperature, (2) 300-kW electric 
output, (3) nozzle performance as calculated from Ref. 1, 
(4) turbulent skin friction on the separator, (5) generator 
performance as given in Fig. 4 of Ref. 2 (compensated 
case), (6) 80% diffuser egciency, and (7) 20% cesium 
pump efficiency. The lower curves show cycle efficiency 
as a function of height-to-width ratio h,/c at the separator 
inlet for condensing pressures of 10 and 15 psia, the 
latter giving minimum radiator area. The cycle efficiency 
increases from 6.3% with a square inlet to 8.0% with a 
height-to-width ratio of 10. About 20% of the increase 
is due to the increased Reynolds number of the thicker 
liquid film on the separator surface, and the remainder 
is due to the increased width-to-height ratio of the gen- 
erator channel c/h, (Fig. 4) ~"hich reduces the generator 
surface-to-volume ratio. 

A separator with a square inlet, matching a circular 
n o d e  exit, has been assumed in past cycle studies and 

A liquid-metal MHD cycle in which power is extracted 
in five stages is shown in Fig. 5. Lithium and cesium are 
expanded (at 1800°F) from 137 psia to a pressure of 88 
psia in the first stage, producing a velocity of 245 ft/s. 
The two-phase mixture impinges on a separator where 
the lithium liquid is separated from the cesium vapor. 
The separated lithium enters an MHD generator at 
about 233 ft/s, and power is extracted at constant pres- 
sure, reducing the velocity to 50 ft/s. The lithium stream 
is then re-mixed with the separated cesium vapor in the 
second nozzle and the mixture is further expanded from 
88 psia to 57 psia, giving a velocity of 240 ft/s. The pro- 
cess is continued through succeeding stages until the last 
stage is reached, where sufficient dynamic head is 
retained in the lithium at the generator exit to return 
the lithium through a diffuser to the heat source and 
first-stage nozzle. The cesium vapor from the last stage 
passes through a regenerative heat exchanger to the radi- 
ator (or other heat sink) where it is condensed. It is then 
returned by a pump through a regenerative heat 
exchanger to the first-stage nozzle. 

An analysis was made of the performance of this cycle 
with 3,5, and 7 stages for a few specific values of nozzle 
exit pressure and lithium-to-cesium mass ratio r,. The 
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STAGE 5 

REACTOR 

Fig. 5. Five-stage liquid-metal MHD cycle 

assumptions were the same as those used in the analysis 
of the single-stage cycle, and the generator efficiency 
was obtained as a function of velocity from Fig. 7 of 
Ref. 2. 

The result, expressed in Fig. 6a, shows cycle efficiency 
to increase with the number of stages at the chosen con- 
ditions of a mass ratio of 9 at a condensing pressure of 
14.5 psia. The cycle efficiency increases from 6.3% for 
the single-stage reference design system to 9.3% for 
seven stages. For a condensing pressure of 9.5 psia, the 
efflciency rises from the single-stage value of 6.5% to 
9.9% for seven stages. Further increases are attainable 
through variation of the condensing pressure and mass 
flow ratio, sinm the use of multiple stages lowers the 
frictional losses of the system. For five stages, Fig. 8b 
shows the efFiciency to increase from 8.5% at a back 

pressure of 20 psia to about 9.8% at 8 psia. The of 
seven stages at this condensing pressure should result in 
an efficiency in excess of 10%. Further increases are also 
possible by increasing the mass ratio. For example, Fig. 6b 
shows that increasing r, from 9 to 15 at 14.5 psia increases 
the cycle efficiency from 8.7 to 9.5%. 

Increasing the number of stages at constant condensing 
pressure reduces the specific radiator area in proportian 
to the increaye in aciency. For example, increasing 
the number of stages from one to seven decreases the 
isothermal, c = 0.9, radiator area from 8.8 to 8 4  fta/lrWe. 
For a 300-kWe space power system, this would corms- 
pond to decreasing the i s o t h d  radiator area from 
1130 to 720 ftS. 

Multistage systems thw appear to &r d m b l e  
performance advantages over a singlestage system when 
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1- Lp, ; 14.5, r, V A R Y I N G  9 

N U M B E R  OF STAGES CONDENSING PRESSURE p,, psia, AND MASS RATIO r, 

Fig. 6. Multistage cycle efficiency as a function of: fa) number of stages, and (b) condensing 
pressure and mass ratio 

the major losses are taken into consideration. In addition 
to performance gains, increased reliability and operating 
life should be possible because of the lower liquid-metal 
velocities. For example, the reference single-stage system 
has a nozzle exit velocity of 513 ft/s while a five-stage 
system has an exit velocity of 245 ft/s. Furthermore, the 
nozzles in a five-stage system are subsonic so that further 
reduction in friction may be possible through reduction 
in separator area with the convergent flow. 
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C. Evaluation of the SE-2OC Thruster Design, 
1. D. Masek 

I .  Introduction 

Improvemelrts in thruster efficiency due to configura- 
tion changes have been reported in Refs. 1 and 2. These 
changes resulted in the SE-20B thruster design (solar 
electric 20-cm-&am thruster, modification B). Since many 
of the changes were made without complete thruster 
redesign, only minor consideration was given to we* 
fabrication, and packaging. A new design (SE-20C) dis- 

cussed in this article includes previous modifications but 
with variations required to reduce weight, provide 
strength, and ease assembly and mounting. Since these 
small variations in design might change thruster perfor- 
mance, the SE-20C thruster must be evaluated in detail. 
Thmste; construction, weight, and performance are con- 
sidered in this work. 

2. Thruster Construction 

The basic elements of the present mcm-diam thruster 
are shown in Fig. 7, The general size and shape of the 
ferromagnetic elements were established in Refs. 3 and 
4. As in the initial design (Ref. l), assembly ease and grid 
alignment were basic considerations. Use of previous 
grid designs was also required to allow interchangeability 
and to avoid the expense and time of new grid fabrica- 
tion. Thus, the specific dimensions of the housing, anode, 
support rings and brackets were determined by the 
existing grid design. 

Front and rear support rings mount the bar electro- 
magnets and provide a magnetic flux path. Bar elec- 
tromagnets were chosen (1) to provide for the possibility 
of using permanent magnets, (2) t, lillow the magnetic 
field to be adjusted in performance mapping, and (3) for 
low power since the magnetic flux is used mare efficiently 
than with convex~tional solenoidal designs. 

The mount assembly was designed to mate with the ! 
gimbal elements of the thrust vector alignment system 
(Ref. 5). High-voltage isolation is included in the mount 

I 

JCL SPACE PROGRAMS SUMMARY 37-51, VOL. 111 ' 



assembly by four Alite Insala*ars. Propellant is intro- 
duced, as in previous designs, through the side of the 
thruster at the center of the anode. 

3. Weight Summary 

A weight breakdown for the SE-20C thruster is pred 
sented in Table 2. The total weight of 4.06 kg (8.96 lb) 
includes a ground screen, connector halves, 10,000-h 
(estimated life) grids, and feed system up to the 
vaporizer. 

Table 2.  SE-2OC thruster weight summary 

high accelerator impingement for flow rates above 6 g/h. 
The impingement could be reduced bv increasing the 
total ion beam accelerating voltage (from 4.0 to 5.5 kV 
at 6 g/h). This indicated that the grid spacing, nominally 
0.178 cm, had increased substantially. 

Component 

Housing 

Screen grid pole piece 

Support ring, forword 

Support ring, oft 

Anode 

Rwr plat. 

Cathodm pole p i r e  

Cathode (Hughes oxide) 

Screen grid 

Accelerator grid 

Mognet (8 each) 

Accelerator mount assembly (8 wch) 

Ground scrwn, forward ass.mbly 

Ground screen, oft osre~nbly 

Anode and ground screen insulators 

Mount ossembly (pod, insulotors, and cover) 

Connector halves 

hod system (voporirer, isolator, and manifold) 

Total 

Bench tests were conducted using dial indicators to 
measure screen and accelerator deflections. The grids 
were heated to simulate cathode and plasma radiation 
heating using lamps and a heat gun. The results of these 
tests are as follows: 

Weight, g 

378 

135 

114 

128 

300 

240 

70 

135 

106 

675 

640 

168 

120 

246 

40 

206 

255 

100 - 
4064 

(1) The accelerator deflected up to about 0.025 cm 
toward the screen when heated in the center 
region. As the housing and outer portion of the 
accelerator were heated, thv deflection decreased. 

(2) The direction of screen grid deflection depended 
upon its initial setting. When heated centrally, 
deflections up to 0.125 cm occurred in the direction 
of the initial bow. As with the accelerator, heating 
the housing reduced the screen deflection. Since 
fabrication always produces a slight bow, the initial 
assembly must force the screen to deflect toward 
the accelerator. This reduces the grid spacing with 
heating and is much more desirable '&an increases 
spacing. 

As a result of these bench tests, a method for providing 
an initial positive deflection (towad the accelerator) was 
devised. The outer 0.4','5 cm of the housing side of the 
screen grid was chamfered at an angle of 1.5 deg. This 
slight chamfer produced an initial bow of about 0.05 cm 
at the center. Thruster operation with this configuration 
(with a 0.178-cm spacing at the outer edge) showed low 
impingement rates at a11 flow rates. However, the close 
spacing, probably as low as 0.05 cm during start-up or 
fast power level changes, caused sparking between the 
grids. 

The need for ferromagutic parts places certain re- 
strictions on thruster weight. Aluminum bq been used In addition to low impingement with the pre-bowed 
in certain pm as indiC8ted in ~ i g .  7 but cannot be ""figuration, the thruster could be operated with lower 
used extesisively. Additional weight reductions (approxi- ~ccelemting voltages. A beam current of 1.0 A was 
mately 10%) appear possible by reducing thicknesses. obtained with a total voltage of 3.5 kV. This result 

However, the &ect of these reductions on the magnetic verified the conclusion that the initial impingement 

field shape and (or power) and on s~~~ dif8culties and observations were caused by a large 

strength must be evaluated. grid spacing. 

Previous difBculties with high impingement mtes have 
4. Test Results been attributed to magnetic field or plasma density dis- 
a Grid rtobUfCy. Initial testing of the SEm trruster tributio~w. Many of these problems may be resolved with 

resulted in relative high discharge efEciency but sh(.wed the more controlled grid configuration. 
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b. Performance. ' h s t e r  performance can be easily 
evaluated by considering only the discharge loss per 
beam ion. A11 other losses, although signi6cant in deter- 
mining thruster efficiency, are not important in comparing 
the SE-ILOB and SE-20C designs. 

Discharge loss as a function of propellant utilization, 
propellant flow rate, and magnet current is presented in 
Fig. 8. A comparison of this data with that obtained in 
the SE-BB thruster (Ref. 2) is shown in Fig. 9 for a 
magnet c-t of 2.0 A. Higher losses (about 15 eV/ion 
at 80% utilization) and higher slopes are indicated for 
the SE-20C thruster. Since both magnet designs are 
nearly identical, the daerence in performance is attrib- 

uted to the minor differences in the ferromagnetic parts 
(thicknesses and construction). 

The discharge losses of the SF,-= at slightly higher 
field are equivalent to the SE-20B thruster as shown in 
Fig. 8. The higher loss is attributed to a somewhat higher 
magnetic flux resistance in the new desigi due to thinner 
ferromagnetic elements. With the small differences 
noted, performance of the SE-UK= is quite similar to the 
SE-20B design. 
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predicting the cooling requirements of gasma devices. 
Other effects also being investigated but not discussed 
here include severe wall cooling, acceleration, ionimtion, 
and applied magnetic and electric fields. 

From a heat transfer viewpoint the important flow 
variable is the radial distribution of the enthalpy. When 
evaluated at the wall, the slope of the enthalpy is related 
to the wall hmt flux. This distribution is generally 
depndent on many factors; in particular, for a swirling 
flow it depends upon the amount of swirl, ie., the ratio 
of tangential to axial velocity. Consequently, a knowledge 
of the enthalpy distribution is essential for evaluating 
the theoretical methods now being advanced for pre- 
dicting the convective heat transfer. The discussion in 
this article pertains primarily to the feasibility of using 
a calorimetric probe to determine the radial distribution 
of the enthalpy in a confined swirling flow of a high- 
tempera* gas. 

2. Experimental Apy.+ atus 

The experimental apparatus (Fig. 10) was fabricated 
to evaluate radial distributions of enthalpy and tangential 
velocity, and longitudinal distributions of wall heat flux 
in a constantdiameter duct. Arc-heated argon enters the 
duct through one port near the endwall. The gas then 
flows through the duct and discharges through a 
convergent-divergent nozzle attached to the other end. 

MMENSiONS ARE INTE6t;AL IN lNCHES 

As. 10. lost apparatus 

[$/ ARC HEATER O 125 diam PROBE 
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After leaving the nozzle the gas flows into a vacuum 
system. Several tests have been conducted in which the 
enthalpy distribution was obtained by radially traversing 
a calorimetric probe at the location shown in Fig. 10. 
Details of the probe and the associated data aualysis 
procedure appear in SPS 3746, Vol. IV, pp. 153-161. The 
probe used in the swirling flow investigation was straight 
with the tip pointing in the radial direction; hence, the 
loc~l impact and static pressures were not measured. 

- 1.95 dtam 
4-0.75 Jiam 

The wall5 7' the apparatus consisted of many indi- 
vidual circumfere~itial coolalit ynss,:ges for determination 
of the walI heat flux distribution and the endwall con- 
tained numerous pressure taps for the purpose oT i ~ ~ l u a t -  
ing the radial distribution of the tangential velocity. 
The velocity and the heat transfer results are not dis- 
cussed here, however. 

3. Results 

'9 

The distribution of the enthalpy as determined by the 
calorimetric probe is shown in Fig. 11 for one test in 
which the pressure in the duct was 3.9 psia and the stag- 
nation temperature was approximately 3000°R. Trends of 
the other tests are similar. At the probe location the 
Reynolds number of the main gas stream was 490 based 
on the avenge mass flux and duct diameter with vis- 
cosity evaluated at the average free-stream temperature. 
The Mach number based on the average axial velocity 
was 0.01 and the ratio of the maximum tangential to axial 
velocity was approximately 5. 

-d 156 

Figure 11 indicates a symmetrical enthalpy distribution 
and shows that the edge of the thermal boundary layer 
was approximately 0.1 in. from the wall. The maximum 
values on either side of the centerline resemble the trends 
in stagnation temperature distributions observed in vor- 
tex flows near room temperature that are discussed in 
SPS 3733, Vol. IV, pp. 135-141. It has been verified, 
however, that probes introduced into a swirling flow 
can have P significant effect on the flow field (Refs. 1 and 
2). An influence of the probe on the enthalpy distribution 
shown in Fig. 11 appears to be evident when comparing 
the integrated average enthalpy based on the probe data 
with the average obtained by an energy balance which 
takes into account the applied electric power and heat 
transferred to the coolant. The probe average is about 
17% lower than the enthalpy determined from energy 
balance. A comparison of the average enthalpies obtained 
by these two methods in nonswirling flows shows better 
agreement (SPS 37-47, Vol. 111, pp. 103-116, and SPS 
37-46, Vol. IV, pp. 153-161). The low probe readings 

rC I THR9AT 



DISTANCE FROM WALL, in. 

Fig. 11. Radial distribution of enthalpy 

may have resulted from the integrated average enthalpy 
being based on J H t  dA instead of J pu H t  dA. Available 
information was insufficient to determine the mass flux 
@u) distribution. It is also possible that the low probe 
average was caused by some of :he cool gas in the 
boundary layer near the duct wall flowing radially in- 
ward along the outer wall of the probe tube and then 
entering the probe tube during sampling. Thus, the heat 
transfer measurements that are made on the sampled 
gas would indicate a lower enthalpy of the main gas 
stream at a particular radial position than would exist 
if the probe were not in the dvct. The gas at the outer 
radii of the duct has a tendency to flow radially inward 
along the probe wall because of a reduction in tangential 
velocity caused by the boundary layer formed on the 
probe. Thus, locally, the radial pressure gradient ap/ar 
is not balanced by the centripetal acceleration pu2/r 
maintained by the tangential velocity and, hence, radial 
flow occurs. Such radial flow can also occur in the wake 
of the probe. 

4. Conclusions 

Despite %e appareDt low average enthalpy determined 
from the probe data, the location of the edge of the 
thermal layer and the general distribution of the enthalpy 
are significant results. Near the duct wall the radial 
pressure gradient is comparatively small; hence, the 
radial flow there would not be large and the value of 
the enthalpy at the edge of the boundary layer is prob 
ably realistic. 
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E. Some Effects of an Applied, Transverse 
Magnetic field on Heat Transfer With 
Swirling and Nonswirling Gas Flow, E. J. Ratchke 

1. Introduction 

An apparatus for studying convective heat transfer from 
partially ionized gases in a transverse magnetic field was 
described in SPS 37-47, Vol. 111, pp. 120-128. Modifica- 
tions of this apparatus and some preliminary hert transfer 
results were discussed in SPS 37-49, Vol. 111, pp. 199-201. 
This work is an initial step towards increasing the under- 
standing of energy transfer processes that occur when a 
flow of ionized gas interacts with electric and magnetic 
fields. Such illformation is important in the prediction of 
electrode heat transfer and is also necessary for the design 
of magnetogasdynamic generators and propulsion devices 
such as magnetoplasmadynamic arcs. The purpose of this 
article is to present the effects of tmth magnitude and 
direction of an applied, transverse magnetic field on heat 
tnnsfer from partially ionized argm that have been 
investigated in two tests, with and without swirl in the 
flow. 
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Symbols used in this article are defined in Table 9. 

2. Description of Apparatus 

The in-line arc configuration used for the present heat 
transfer experiments is shown in Fig. 12. The portion of 
the apparatus of immediate interest is the 2 X %in. 
square channel which is approximately 13 in. long. An 
inl . . .dion is provided to promote adequate mixing and 
flc r d e  elopment of the high-temperature gas stream 
s )plied by the electric arc heater. The test section (total 
le~gth 4 in.) is the downstream portion of the channel; 
the four walls of each l.@in.-long segment are individ- 
ually cooled so that heat transfer may be determined 
by calorimetry. [The walls are designated A, B, C, and 
D, clockwise, looking downstream (Fig. 12).] Flow is 
exhausted from the system by means of a 2.88-in.-diam 
circular duct approximately 19.3 in. long. All experiments 
are conducted at the short-circuit condition with zero 
load factor. 

Table 3. Nomenclatun 

channel height, 2 in. 

k thermal conductivity of g,s (Ref. 1) 

ti, mass flow rate of gas I 
p static pressure, absolute 

q heat flux 

Q* non-dimensional heat flux 

Q: non-dimensional heat flux at zero magnetic field 

Re Re~nolds numcr based on mass flow rate, for 
square channel Re = h/& 

Tr inlet gas temperature, at center of first test- 
section segment 

T, gas-side wall temperature 

p gas viscosity (Ref. 1) 

ET POLE PIECE 

SECTlON X-X DIMENSIONS IN INCHES 

PRESSURE TAPS AND COOLANT 
FLOW d PASSAGES OMITTED FOR CLARITY 

EACH SEGMENT O f  TEST SECTION HAS Vxd COPPER AXIAL LENGTH OF I in. 
0 

STAINLESS STEEL 

Fig. 12. In-line arc configurntion for haat vansfer experiments (side view) 
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The axial location of the test section with raspect to 
the magnet pale pieces is also shown in Fir. 12. Heavy 
arrows indicate the normal direction of the ,tpplied mag- 
netic field, termed "forward field." In the case of "reverse 
field," the arrows point in the opposite direction to that 
shown. 

Experience has shown that tang:ntial gas injection 
upstream of the anode (Fig. 12) is &enerally superior to 
radial i Jectiun because higher arc efficiencies are 
obtained for tk,e same applied elect..ic pow.sr. Tl~us, more 
heat may be added to the gas resdlulg ia a higher tem- 
perciture stream. In addition, it h i s  oeen found that 
improved stability may be obtainrd at higher power 
levels. For this reason, most 3f the t~xperirnents have 
been obtained using tangential injcctio:,. (The direction 
of the gas injection in Fig. 12 would ;z clockwise, looking 
downstream.) However, the presence of swirl in the flow 
complicates the interpretation of h t a  as well as any 
theoretical analysis that might be att~mpted; therefore, 
comparisons of data with and withov~ swirl are desirable. 
Currently, a series of tests employing radial injection is 
being canducted. The fint results are presented here. 

3. Method of Presenting Data 

To study the effect of the magnitude of the applied 
magnetic field on heat transfer, it is necessary to find 
some basis of comparison for a series of tests in which 
the only pariimeter varied deliberately is the magnitude 
of the applied field. The reason for this is that changes 
in the applied field produce internal changes in the gas 
which are often accompanied by changes in the voltage 
in the electric arc-heater. Thus, the initial energy content 
and temperature of the gas usually varies consiJerably 
with varying magnetic field. An approximate csrrection 
for this is obtained by using the non-dimensional heat 
flux defined by 

(Also see thc theoretical analysis of Back, Ref. 2.) In the 
present application, Ti is obtained as a bulk or average 
value of temperature at the center of the first test-section 
segment by means of an energy balance applied to the 
system up to that axial location and by ilse of a moEer 
chart for argon. At that axial locatinn, the magnitude 
of the magnetic field is 94% of the peak value. The 
thermal conductivity of the gas is obtained at Ti and 
the local wall pressure using the results given in Ref. 1 
Gas-side wall temperatures are of the orcier of 100°F in 
these experiments. Heat transfer results are presented 

for the second segment of the test section, however, using 
Ti as discussed. 

To isolate and clarify the effect of magnetic field still 
further, values of Q* are normalized with respect to their 
values for each wai; when the magnetic field is zero. 
Thus, the parameter used. is Q*/Q:. which, in effect. 
reduces the results for the four. walls to a comparablt 
base value so that trends'with varying magnetic field 
are more easily evaluated. 

Changes in heat transfer brought about by the mag- 
netic field through joule heating are independent of the 
direction of the induced current in the gas (only its 
magnitude, Ref. 2). Thus, the vertical orientation of 
the applied, transverse field is theoretically unimportant 
when the gas has axial motion alone and there are no 
Hall effects to cause transverse h r e n h  forces. With swirl 
present, this would not be necessarily true. Tv..o t ,sts 
have been selected for presentation, one utilizing tangen- 
tial injection and the other utilizing radial injection. 
Conditions f.ii these tests are given in Table 4. 

Table 4. Nominal test conditions at zero magnetic field 

4. Experimental Results and Discussion 

With the tangential injector, it has .hen generally 
found that the largest absolute changes in wall heat 
flux due to the applied magnetic field occur for reverse 
field. Also, the sidewalls generally experience relatively 
greater changes than the upper and lower walls. The 
non-dimensional heat-flux ratio Q*/C for test lq7-18H 
is shown in Fig. 1%. Although there is some scatter, the 
trends of the data are relatively clear. Heat transfer to 
the upper and lower walls tends to increase with increas- 
ing magnetic field regardless of the direction of the field. 
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A SIDE WALL B 

APPLIED MAGNETIC FIELD. k t  

Fig. 13. Heat transfer tesr results using: (a) tangential iniector, test 107-18H; (b) radial injector, test 107-28H 

This trenu agrees with the predicted tend, (Ref. 2). 
The maximum effect measured was a 80% increase in 
heat transfer on lower wall C. Trends for sidewalls B 
and D are different; wall B experiences a marked decrease 
in heat transfer with increasing forward field but wall 
D experiences a marked decrease with increasing reverse 
field, and conversely. This behavior for the side\valls is 
tholight to be associated wlth a Hall effect and tends to 
agree with the lateral (side-to-side) deflection of the 
exhaust plume observed visuai!y; i.e., an observed motion 
of the plume toward one wall coincides with an observed 
increase in heat transfer at that wall but a more signi- 
ficant decrease in the heat transfer at the opposite wall 
from which the plume was deflected. A prediction for 
the deflection of the gas strean: due to a Hall effect is 
diflicult to make in this case because of the consequences 
of swirl. 

stronger gas deflection towards wall B was detected with 
reverse field. 

5. Conclusions 

Based on the limited results obtained in this study, the 
following conclusions are made: 

(1) Surfnces transverse to the applied magnetic field 
experience an increase in heat transfer with increas- 
ing field either with or without swirl in the flow 
regardless of the orientation of the field. 

(2) The largest increases observed are 60% in the case 
of flow with swirl and 60 to 100% without swirl 
compared to results with zero magnetic field. 

(3) Significant changes in heat transfer for walls par- 

Comparable data using a radial injector at considerably allel to the field occur and may be positive or 

lower power levels and gas temperatures are shown in negative depending on field orientation and the 

Fig. 13b for test 107-28H. The trends of the curves :or presence or absence of These observations 

upper and lower walls agree with that obtained for the are thought to be associated with Hall effects. 

tangential injector, i.e., &creasing applied magnetic field 
tends to increase the heat transfer at those surfaces. References 
Results for the sidewalls are somewhat different; heat 

1. devote, R. S., Argon Phrmo Transport Pmpcwt&~, Technical transfer to wall D was decreased regardless of direction Report 21,, Department of Ammutics Pnd Astromutig Stan- 
of field, whereas wall B experienced an increased heat ford University. Stanfad. Calif.. Feb. 1965. Alw, avpikble in 
transfer for reversed field but a decrease for forward Phyr. Fluldr, VOI. 10, pp; &, Feb. 1987. 
field. Visually observed deflections of \he gas were not 2. L. HePf Transfa in hdncting 
pronounced in this test although deflection towards walls ~1d& wan parallel pip*," paper for 
B and C were noted for forward field. A noticeably plblication in Int.  1. Haut M a n  Tnmrfcr. 
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F. Some Effeds of an Applied, Transverse 
Magnetic Field on Wall Prersure in a 
huare Channel, E. J. Rorchke 

1. Introduction 

Some heat transfer measurements for partially ionized 
argon flowing in a square channel with a transverse 
magnetic field were presented in Section E. The purpose 
of this article is to present wall pressure measurements 
indicating some of the effects produced by varying both 
magnitude and direction of an applied, transverse mag- 
netic field on pressure within the channel. These are 
companion results to those presented in the previous 
article for test 107-18H and, therefore, apply for the case 
of swirl present in the flow. 

2. Experimental Apparatus and Measurements 

The arrangement of apparatus was identical to that 
shown in Fig. 12. (Section E); the designations of the 

DISTANCE FROM ANODE EXIT, in. 

Fig. 14. Axial distribution of pressure along walls 

b of square channel 

four walls of the channel are retained. Static pressure 
taps were located at three axial positions of all four walls . 
in the inlet section. Each 1-in.-long segment of the test 
section was provided with pressure taps at a mean axial 
position, but only on sidewalls B and D. Pressure was 
measured by means of oil manometers which could be 
read to a precisi~n of better than 0.002 psia. The con- 
vention used for orientation of the magnetic field is the 
same as that of the previous article. static pressure results 
given here were taken concurrently with the heat transfer 
data of test 107-18H; Table 4 of Section E listed the 
appropriate test conditions. 

3. Experimental Results 

Axial distributions of static pressure were generally 
similar to those presented in SPS 37-49, Vol. 111, pp. 
199-201. The effect of the magnetic field was to increase 
the pressure throughout the channel for a constant mass 
flow rate and to cause a peak pressure to be reached near 
the downstream end of the inlet section (Fig. 14). Values 
of magnetic field listed in the figure are for the down- 
stream end of the test section. Results are shown for 
forward field and for two walls, upper wall A and side- 
wall B. The relative differences observed between the 
two walls at zero field are not only preserved but 
increased with increasing field. 

SIDE WALL D 

-5 -4 -3 -2 -I 0 1 2 3 4 5 

APPLIED MAGNETIC FIELD, k G  

Fig. 15. Static pressure in inlet section at axial 
location 2 in. upstream of test section 
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The effect of magnetic field is examined in more detail 
in Fig. 15, where the static pressure for all four walls 
at one axial station has been plotted as a function of 
applied magnetic field at that axial location. The axial 
position selected corresponds to the third pressure tap 
lhation of the inlet section, i.e., at an axial distance of 
7 in. from the anode exit (Fig. 12), which is the region 
of peak pressure (Fig. 14). Two results are apparent from 
Fig. 15: (1) the pressure increases with increasing field 
regardless of the direction of the field, and (2) the effect 
is much more pronounced at the upper and lower walls 
of the channel than at the sidewalls. It is also evident 
in Fig. 15 that, where wall C exhibits a higher pressure 
than wall A with forward field, the converse oc-curs with 
reverse field. Walls B and D exhibit similar trends. It 
is believed that this observation could result because of 
Hall effects; however, it could also be a consequence 
of swirl present in the flow. 

In the regime of operation of the present experiment, 
theoretically high values of the Hall parameter are pre- 
dicted (SPS 37-47, Vol. 111, pp. 1S128).  Since an induced 
electric field k the axial direction is unlikely because 
the four walls c?f the channel form a continuous electric 
conductor, a large axial current flow is possible when 
the Hall parameter w r  > 1. Three experimental observa- 
tions tend to indicate that Hall effects were present in 

t 
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this experimen:; a11 three indicate the presence of a 
significant lateral (side) force, as well as transverse 
(vertical) component of force acting on the field. Firstly, 
an applied magnetic field had the effect of increasing 
heat transfer on one sidewall of the channel but decreas- 
ing the heat transfer on the opposite sidewall; when the 
direction of the magnetic field was reversed, the heat 
transfer effect also became reversed (see Section E). 
Secondly, the static wall pressure was slightly different 
comparing the two sidewalls, or comparing the upper 
and lower walls, and this effect also reversed when the 
field was reversed (Fig. 15). Thirdly, a visible effect was 
produced when the luminous core of the e~haust plume 
(in vacuum tank) was observed during a change in mag- 
nitude of the applied field. A significant lateral motion 
of the luminous core was observed with increasing mag- 
netic field; when the field was reversed, the luminous 
core moved to the opposite side. 

Thus, the effect of the magnetic field was to increase 
the static pressure throughout the channel regardless of 
the direction of the applied field. Walls transverse to 
the magnetic field experienced a greater increase in 
pressure than did the sidewalls which were parallel to 
the direction of the field. The presence of Hall effects 
during this experiment is considered likely although the 
magnitude of these effects has not yet been established. 



XIV. Liquid Propulsion 
PROPULSION DIVISION 

A. Heat-Sterilization Compatibility of Ethylene- 
Propylene Rubber in N,H,, 0. F. Keller 

1. Introduction 

This article presents the data covering the last part of 
a series of patch-type tests of an expulsion bladder 
material for the thermal sterilization compatibility study. 
The bladder material is ethylene-propylene rubber (EFR). 
Stillman Rubber compound SR 722-70. The results of the. 
first three cycles at 275 and 300°F were previously 
reported in SPS 37-46, Vol. IV, pp. 167-173. The results 
of the last three cycles are reported herein and complete 
this phase of the program. 

2. Test Procedure 

Throughout the study, two test sample configurations 
have been used: (1) the circular-type, about 1.5-in. diam 
and 0.037 in. thick, and (2) the rectangular-type about 
1.5 by 2.0 by 0.037 in. thick. These samples were cut from 
an existing diaphragm-type bladder as shown in Fig. 5 
of Ref. 1. The circular samples have been designated 
a, and %; the rectangular samples, b, and b2 (Table 1). 
Two circular samples and two rectangular samples have 
been tested in each of three stainless steel containers. 

The average total surface area of the samples exposed to 
hydrazinc; in each container was 21 in2. The four samples 
in each container were separated from one another by a 
special stainless steel wire rack. 

The propellant containers and the wire racks were 
made of AISI-type 347 stainless steel. The average 
volume of the containers with test sam~les removed was 
502 ml. Each container was equipped with an inlet port 
near the tottom and a vent port near the top. A pressuriz- 
ing port was included on the top of each container for 
adjusting the initial test pressure. The average container 
volume to the vent port was 305 ml. 

Each container was filled with hydrazhe up to the vent 
port. A fourth container, without patch-test samples, was 
used as a reference, or control, container. The average 
pretest ullage volume for each cantainer, including lines 
and transducers, was 205 ml. 

The four containers were mounted in a temperature 
control chamber, and heat-sterilization temperatures of 
275 and 300°F were maintained. The length of time at 
heat-sterilization temperature was 60 h for each test 
cycle, and the maximum number of test cycles at each 
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test temperature was six. Prior to testing, the containers 
were passivated, using dilute hydrazine at ambient 
temperature and pressure for a period of 20 h. Initial 
container pressure for the tests at 8 S ° F  was 40 psig and 
for the tests at 300°F was 50 psig. 

3, Test Results 

After the &st heat-sterilization cycle, the liquid hydra- 
zine was light brown in color and contained h e  black 
material in suspension. This color did not change appre- 
ciably as a result of additional heat-sterilization cycles. 
The liquid hydrazine in the reference, or control, con- 
tainers remailed colorless after heat-sterilization cycling. 

Following heat-sterilization testing with containers 2 
and 4, a quantitative chtmical analysis of the remaining 

s NUMBER OF 60-h CYCLES 

Fig. 1. Effect of hydrazlne on EPR (SR i22-70) after 
haat sterilization cycling 

hydrazine was made. The results of this analysis are 
shown in Table 2. The quantities of water, ammonia, 
aniline, and hydrazine were -letermined by gas chro- 
matography. The ammclia content was also confirmed 
by a titration technique. The volumes of residual hydra- 
zine following heat-sterilization testing ranged from 140 
to 270 ml. The quantity of residual hydrazine varied with 
the number of cycles and the quantities of hydrazine 
vapor lost during the venting operation between heat- 
sterilization cycles. 

This series of tests kcluded determination of param- 
eters for Shore A hardness of the patch-test samples, the 
penneation rate of the samples to hydrazine, and 
the degradation of the hydrazine resulting from heat- 
sterilization cycling. These parameters have been plotted 
as a function of the number of heat-sterilization cycles as 
shown in Fig. 1. The data indicate a slight increase in 
permeation rates with an increasing number of heat- 
sterilization cycles. Also an appreciable degradation of the 
hydrazine occurs during the first heat-sterilization cycle. 

Previous test results, as reported in SPS 37-46, Vol. IV, 
p. 173, indicated that the average pressure rise in the 
reference coiltainers (with hyd-azine on!y) vas greater 
than the average rise in the co.ttainers with both EPR 
patch-test samples and hydrazine (Fig. 2). To isolate tho 
effects of the EPRhydrazine reaction from the hydrazine 
reaction with the stainless steel containers, four t-pe-347 

I HYDRAZINE ONLY IN 347-TYPE I I I 

STERl LlZATlON TEMPERATURE, O F  

Fig. 2. Tempemtun sensitivity of EPR patch-tort 
samples immersed in hydmzlne 
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Somplo No. 
initial 

thitknorr, 
in. 

Fino1 
thicknorr, 
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Table 1. Ethylene psopylene patch-test samples heat-sterilization test data 
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Table 2. Chmical analysis of remaining hydraxino 
ol)r hoot-sterilization 

W e s s  steel containers were filled with 305 ml of hydra- 
zine and heatcycled at 300°F for 80 h. Initial container 
pressure was approximately 50psig. Passivation of the con- 
tainers prior to testing was again accomplished using the 
same procedures. During the fust 60-h heat-sterilization 
cycle at SOOcFs one of the containers was vented because 
the pressure buildup exceeded 1500 ---a tentative 
maximum safe test pressure based on previous test data, 
as shown i?l SPS 37-44, Vol. lVs p. 180, Table 7. The 
second a h  heat-gerilization cycle at SOO°F was termi- 
nated after 50.7 h when another test container pressure 
exceeded the 1500-psig limit. 

Z 
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The pressure rise per square-inch of .est sample surface 
area was also determined. The pressure rise data for all 
test containers after heat-sterilization cycling at SOO°F in 
this series of tests were averaged and divided by the total 
patch-test surface area for a typical container. This cal- 
culation produced a value of 0.4-psi pressure rise per hour 
per square inch of test sample surface area. The test 
sample properties were determined before and after heat- 
sterilization cycling only. No attempt was made to take 
into account any changes occurring during the heat- 
sterilization cycle. 

This series of teits concludes the patch-type testing. 
Further details concerning the A I B  gcnerant tank 
developrnent program are described in Ref. 1. 

Based on the results of this series of tests, it must be 
concluded that the ethylene propylene material is very 
marginal for expulsion use with hydrazine at a tempera- 
ture level of 2'75°F. 

Reference 

1. Kella, 0. F, and To&. L. R., ALPS CsMont T a d  4nd C d  
bsem& Technical Report 83865. Jet Propulsion Laboratory, 
Pasadena, Calif., Feb. 28,1966. 



XV. Lunar and Planetary Instruments 
SPACE SCIENCES DIVISION 

A. Atmospheric Entry Sampling System, s. Rich 

1. Introduction 

In order to analyze the composition of the Mars 
atmosphere with the JPL entry mas; spectrometer (see 
Section B), uncontaminated samples of thp atmosphere 
must be introduced into the ion source of the instrument 
under molecular flow conditions. To perform this type of 
analysis during the terminal descent phase of a Mars 
enty: mission, the capability to continuously sample the 
atm~sphere over the Mach No. range O< M <Q is required. 

' h e  method currently under consideration for obtaining 
un:ontarninated atmospheric samples during terminal 
des~ent consists of inserting a sample tube through the 
entry .:apsule nose cap to sample the atmosphere behind 
the bow shock wave. To prevent sample contamination 
by the entry capsule, tho sample tube inlet port must be 
located forward of the capsule boundary layer. For the 
VM-8 Mars model atmosphere and a 6.bft-diam 60-deg 
capsule with a ballistic coefficient of 0.12, the sample 
tube inlet port would have to be located approximately 
0.5 in. in front of the nose cap. 

In order to provide the required molecular flow into 
the mass spectrometer ion source, part of the atmosphere 
flowing into the sample tube must be converted to 
maltxular flow and subsequently piped to the ion source. 

To accomplish this conversion, a variable conductance 
molecular leak is being developed. The rate of flow 
through a molecular leak is a function of the sample gas 
molecular weight, differential pressure across the leak, 
and the sample gas absolute temperature. Feedback 
control will be utilized to vary the conductance of the 
molecular leak. This provides a measure of adaptive flow 
control to compensate for atmospheric uncertainties 
which may affect sample inlet pressure and sample inlet 
temperature. By utilizing the mass spectrometer total ion 
current measurement as the feedback control signal, a 
uniform sample flow rate into the mass spectrometer can 
be maintained during the entire atmospheric sampling 
period. Maintaining an appropriate uniform flow rate 
permits mass spectrometer operation at maximum ion 
souice pressure, which provides maximum measurement 
sensitivity during the entire atmospheric sampling period. 

2. Sample Tube Configuration 

Two alternate sample tube configurations under con- 
sideration are shorn in Figs. 1 and 2. Both configurations 
utilize explosive actuators to deploy the sample tube in 
front of the entry capsule nose cap. The nose cap plug 
shown . I Fig. 1 has a higher ballistic coefficient than 
the entry capsule; consequently, the plug falls free of the 
entry capsule after it is forced out of its hole by 
the sample tube. 
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AEROSHELL NOSE CAP PLUG 

SPECTROMETER 
ION SOURCE 

Fig. 1. Molecular leak deployment configuration 

TYPICAL 

TYPICAL SAMPLE 
EXHAUST PORT 

SPECTROMETER 
ION SOURCE 

sf Fig. 2. Sample tube deployment configuration 

f 

Advantages and disadvantages of the two sample tube 
configurations under consideration are as follows: 

(1) The configuration shown in Fig. 2 permits the use 
of a smaller diameter sample tube and will require 
a smaller diameter nose cap clearance hole and 
plug. Consequently, less force is required to eject 
the nose cap plug, and a smaller explosive actuator 
can be used. 

(2) In the Fig. 1 configuration, the deployed molecular 
leak aperture is located in front of the nose cap, 
and the atmospheric sample flow does not enter 
the capsule. In the Fig. 2 configuration, the molec- 
ular leak aperture is located inside of the entry 
capsule, and the atmospheric sample flow enters 
the capsule. Entry of the sample flow into the 
capsule may cause a thermal control problem, and 
an additional sample exhaust duct may be required. 

(3) The adaptive flow control problem is more compli- 
cated in the Fig. 1 configuration, since the feed- 
back flow control system must compensate for 
atmospheric heating cf the molecular leak. 

(4) In the Fig. 1 configuration, a bellows is required to 
permit extension of the tubulation between the 
molecular leak and the ion source during sample 
tube deployment. Extension of the bellows may dis- 
lodge contaminants entrapped in the bellows wall. 

For sample system simplicity, the configuration in 
Fig. 2 appears preferable; however, further study is 
required to determine the effect on capsule thermal 
control or the effect on capsule configuration if a sample 
exhaust duct should be required. 

3. Variable Conductance Molecular Leak 

A schematic diagram of a variable conductance molec- 
ular leak currently under development is shown in Fig. 3. 
The conductance of the leak is varied by applying 
current to the heating elements on the inner and outer 
shells. Heating the outer shell causes it to expand in 
length, opening the leak aperture to increase conduct- 
ance. Similarly, heating the inner shell closes the leak 
aperture to decrease conductance. 

The theoretical conductance of the molecular leak is 
given by the quation 
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ALTITUDE, f t  

TYPICAL SAMPLE 
INLET PORT- 

/--METAL SEALING 
GASKET 

TYPICAL S ALIGNMENT AND 
EXHLWST 

DIAPHRAGM 

OUTERSHELL INSULATED 
DIFFERENTIAL 
ADJUSTING NUT 

INNER SHELL 

Fig. 3. Variable conductance molecular leak 

where 

TIME TO IMPACT, s 

h = the effective cyli~drical aperttxe height between I I I I I I I  

the optically flat sapphire and the circular metal- 
0 I 2 3 6 9 15 

MACH NUMBER 
sealing surface, cm 

Fig. 4. Theoretical aperture height during terminal 
do = the outside diameter of the circular metal-sealing descent for 6.5-ft-diam 60-deg sphere/cone 

surface, cm 

di = the inside diameter of the circular metal-sealing The thermal energy required to produce an aperture 
surface, cm height h  by expansion of the outer shell (assuming no 

heat loss) is given by the equation 
T = the abqolute temperature of the flowing gas, O K  

M = the molecular weight of the gas 
w c A h  H=- 

e (3) 
' Rate of flow through the molecular leak is given by the 

where 
equation 

(2) 
H = the required thermal energy Q = F(P. - Pi) 
w = the specific weight of the outer shell material 

where 
c = the svecific heat of the outer shell material 

P, = the pressure outside the leak (essentially the stag- 
nation pressure behind the bow shock wave) A  = the cross-sectional area of the outer shell 

e = the coefficient of expansion of the outer shell 
Pi = the pressure on the ion source side of the leak material 

Using Eqs. (1) and (2), the range of h  required for a For an outer shell constructed of 304 stainless steel, with 
uniform flow rate of leT torr-l/s was computed for the a cross-sectional area of 0.15 in.=, 0.02 Btu of thermal 
terminal descent phase of a Mars entry mission. A plot energy or an average power of approximately 0.84 W 
of the variation in h  as a function of time to impact, during the last 25 s prior to impact, is required to pro- 
altitude, and Mach No. is shown in Fig. 4. duce the maximum h (0.07 X 1V8cm) shown in Fig. 4. 

> 
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An estimate of the variable conductance molecular 
leak thermal actuation time constant for expansion of the 
outer shell (assuming no heat losses) is given by the 
equation 

c w s i  B = -  
2k 

where 

B = the thermal time constant 

k = the thermal conductivity of the bonding material 
between the heating elements and the outer shell 

c = the specific heat of the outer shell material 

w = the specific weight of the outer shell material 

s = the radial thickness of the outer shell wall 

i = the bonding material thickness between the heat- 
ing elements and the outer shell 

Far the outer shell constructed of 304 stainless steel, with 
a wall thickness of 0.05 in. and a 0.003-in. thickness of 
Delta Bond 152 cementing the heating elements to the 
outer shell, the computed thermal time constant is 0.174 s. 

B. Prototype Mass Spectrometer for Planetary 
Atmospheric Analysis, H. R. Mertz 

1. Introduction 

One of the important tasks in planetary exploration is 
to determine the composition and density of the atmos- 
phere of the planet. One way to obtain such information 
is with 2 flight-type atmospheric mass spectrometer which 
covers the desired mass range with the proper sensitivity. 
A first step in developing such an instrument is to con- 
struct, test, and make a flight evaluation of an engineering 
model. A contract was let in July of 1967 to design and 
construct an engineering model based upon the results 
of the science breadboard mass spectrometer design. 
The instrument was to be incorporated into the Capsule 
Systems Advanced Development (CSAD) program in the 
early Spring of 1968. 

2. Instrument Operation 

A mass spectrometer performs the compositional 
analysis of a gaseous sample by ionizing a portion of the 
gas being analyzed. The ions generated are separated 
according to their individual mass to charge (m/e) ratios. 

Once separated, the resulting ion currents are detected 
and amplified by an electron-multiplier-electrometer de- 
tection system, the out(put appearing in the form of 
discrete voltage peaks of different values of m/e. Relative 
abundance measurements are made by an intercbmpari- 
son of the voltage levels of these peaks. 

Mass spectrometers differ only in the method used to 
achieve m/e separation. The double-focusing magnetic 
sector instrument (Fig. 5) nrst accelerates ions through a 
radial electrostatic analyzer. The radius of curvature of 
the ion trajectories in this portion of the instrument is 
proportional to the energy of the ions, and the ions are 
focused accordingly. The ions are then directed through 
a magnetic field where the radius of curvature of the 
ion trajectories is proportional to the individual m/e 
value of each ion. With a constant magnetic field each 
variety of ion requires a different acceleration voltage 
(and, hence, electrostatic analyzer voltage) to traverse the 
two fixed curvatures of the instrument to be collected by 
the electron multiplier detector. By scanning the accel- 
eration and electrostatic analyzer voltages cyclically be- 
tween the proper limits, a mass spectrum is produced. 
Simultaneous correction of direction focusing and velocity 
focusing inhomcgeneities in this instrument are achieved 
through the pro1w.r choice of the electrostatic and mag- 
netic analyzer ion optical properties. Hence, high mass 
resolution and sensitivity are simultaneously obtained, a 
result not readily attainable in other types of mass 
spectrometers. 

3. Instrument Description 

The instrument described here is a double-focusing 
magnetic sector mass spectrometer. The critical speci- 
fications of this instrument are shown in Table 1. 

Table 1. Specifications for double-focusing magnetic 
sector mass spectrometer 
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Fig. 5. Analyzer, ion trajectory, and optical system of mass spectrometer 

The analyzer vacuum envelope consists of five indi- 
vidual components which enclose the ion source, the 
electric sector, the magnetic sector, and the electron 
multiplier. It is a thin-walled ,304 stainless steel housing 
which is electrically accessible through several feed- 
throughs. Multiple pin feedthrough headeis introduce 
voltages from the ion source electronics and feed them 
to the filament and to the various focusing electrodes; a 
single pin feedthrough transmits the ion current from the 
electron multiplier to the range-switching electrometer. 

The internal vacuum necessary for operation of the 
analyzer is maintained by an ion pump which is made as 
an integral part of the magnetic sector. 

In addition to the electrometer amplifier and ranging 
circuit, the support electronics consist of the following 
modules : 

(1) The filament supply and emission regulator which 
maintains a constant ionizing ehtrw.~ current. 

(2) The scanning electrode bias supply which provides 
the ion source accelerating potential and propor- 
tional electrostatic analyzer potentials. 

(3) The low-voltage power supply for the various 
modules. 

(4) High-voltage supplies for the ion pump and elec- 
tron multiplier. 

A more detailed description of the instrument com- 
ponents and design considerations are covered in the 
following sections. 

4. Ion Source 

A cross-sectional view of the ion source is shown ir. 
Fig. 6. A closed ion source design was used to obtain a 
minimum gas flow out of the source, allowing the source 
to be operated at a pressure higher than the rest of the 
analyzer. Electrons are admitted into the ionization 
region through a small aperture, and the ions are with- 
drawn through another small aperture. The structure of 
the electrodes is circular in shape so that they can be 
sealed and insulated from each other by ceramic rings. 
The close fit between the metallic lenses and the ceramic 
rings produces a very small gas conductance, which 
effectively seals the ion source. 

The operation of the source at a pressure higher than 
that of the rest of the system has the following advantages 
toward reducing sample distortion: 

(1) Outgassing from the hot filament and the surfaces 
of the system is pumped away, thereby minimizing 
entry of these species into the ionization chamber. 

i 
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Fig. 6. Ion source cross section 

(2) Variations in the ion pump speed have less influ- 
ence on the source pressure. 

(3) A source pressure that is too high for operation of 
either the filament or the electron multiplier is 
permitted, thereby improving thl, effective ion 
source sensitivity. 

To obtain a high differential pressure between the ion 
source and analyzer, it was necessary to minimize the 
area of the electron aperture but still maintain a good 
electron transmission efficiency. Maximum transmission 
thmq$~ a small aperture can be obtained by a well- 
focused beam. To obtain such a beam, a shield located 
on the sides of the filament plus an aperture lens located 
between the filament and the electron entrance: slit were 
used. The aperture lens was split into two electrodes so 
that misalignment within the electron gun could be cor- 
rected by a differential voltage across these two elec- 
trodes. In addition to the electron gun, a magnetic field 
is employed in the ion source to align the beam for 
maximum stability. This gun configuration should pro- 
vide a 50% transmission efficiency. 

5. Electric Sector 

The electric sector is used to compensate for the effects 
of velocity dispersion in the magnetic sector. It consists of 
the two cylindrical coaxial plates shown in Fig. 7. An 

GROUND 
PLANE- 

RUBY INSULATORS 

-VACUUM ENVELOPE 

SECTOR PLATES 

TERMINALS 

Fig. 7. Cross-sectional view of electric sector 

electric potential is a;?plied to each plate, establishing 
a force on the ions that balances their mean centrifugal 
force. The lip on the edge of the plates is used to com- 
pensate for the curved equipotential surfaces which the 
edge produces. These edge corrections are designed for 
a sharp 90-deg comer. The figure also shows a ground 
plane on the sides of the plate. 

Ruby washers are used to insulate the plate from the 
mounting points. Screws are used to hold the plates to 
the washers. The washers are contained in counterbores 
so that they will stay in place even if they are shocked 
to the point of fracture. The ruby washers can be 
shimmed to produce the required parallelism between 
the two plates. Because of the curvature of the plates, the 
assembled clearances can only be measured at the ends. 
Variations in the plate spacing results in either a beam 
spread or a beam disglacement at the collector slit. A 
tolerance analysis was perforrncd by the contractor to 
determine the alignment tolerar~ces for the electric sector 
plates. These calculations indicate that the design will 
meet the instrument requirements. 

6. Analyzer Tube and Ion Pump 

The analyzer and ion pump sections were machined 
as a single part. An entrance and an exit tube were 
welded to the analyzer section. The ion pump housing 
forms an integral unit with the analyzer section. This 
unit is illustrated in Fig. 8. 

The ion pump (Fig. 9) consists of two titanium plates 
with a titanium grid mounted between them, The 
plates are operated as a cathode, and the grid is operated 
as an anode. A basic design problem with an ion pump 
is the insulated mounting required for the anode. Since 
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Fig. 8. Ion pump housing and analyzer section 

ANODE < CATHODES 

Fig. 9. Internal construction ion pump 

the pumping action irrvolves considerable sputtering, the 
insulating material used in the mounting can become 
coated with a film of sputtered metal. This metallic film 
would, in time, shortcircuit the ion pump power supply. 
To overcome this problem, the insulating material is 
surrounded by a shield held at the anode potential. The 
insulators used to support the grid structure are ruby 

washers. One side of the washer is in contact with a short 
boss which extends from the cathode. The other side of 
the washer is in contact with the anode. A cylindrical 
shield extends from the anode to surround the washer. 

To understand the function of this shield, it is advan- 
tageous to review the nature of the gaseous discharge 
that occurs within the pump. Background radiation pro- 
duces a small amount of electrons in any region where a 
gas is present. These electrons are accelerated by an 
electric field so that they will collide with neutral gas 
particles to produce ions and additional free electrons. 
One accelerated electron can produce many ions and 
additional free elertrons if it is allowed to travel a long 
distance before it is collected by an electrode. l'he 
long electron path lengths are provided in a small con- 
tainer by causiug the electrons to oscillate. They are 
accelerated toward the anode, which is a grid, but are 
not likely to be collected because of the grid geometry. 
After they pass the anode, thej are decelerated by the 
cathode potential. The result is that they oscillate about 
the anode until they strike the grid. The number of 
cycles of oscillation can be increased if a longitudinal 
magnetic field is present. This field collimates the elec- 
trons as they oscillate about the anode. 

The function of the shields around the ruby washers 
is to invert the electric potentials so that oscillations do 
not occur in the region around the washer. When elec- 
trons are produced by radiation and ionization in the 
region around the washers, they are accelerated and 
collected immediately by the shield. This arrangement 
establishes a short electron path, which greatly reduces 
the ion production and the amount of sputtering around 
the washer. 

7. Electron Multiplier and Housing 

The ion optical path in the mass spectrorr~ater is termi- 
nated by an electron multiplier. A collector siit is located 
at the focal plane which blocks the entry of ion beams 
of other than the correct mass. The ion beam passes 
through the collector slit and strikes the first dynode of 
an electron multiplier and amplifies the ion current by 
secondary electron emission. The multiplier housing sup- 
ports the electron multiplier and also provides a vacuum 
envelope. 

8. Magnet Assembly 

The magnetic assembly provides both the magnetic 
field necessary for mass separation and the field used by 
the ion pump. It consists of a yoke, a C-shaped structure 
of Armco Iron, permanent magnets of Alnico 5-7, and 
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pole pieces of Armco Iron. The design was to give mag- 
netic intensities of 4000 and 2000 G at the analyzer and 
ion pump sections, respectively. 

9. Electronics Packaging 

The electronics consist of 21 welded wire modules 
incorporated into 6 module assemblies. The modules 
were potted solid with Stycast 1090/11. Metal inserts 
were cast in the modules to provide for assembly to thc 
mass spectmmeter structu1.e. 

10. Structural Design 

The structural suppctrt for the instrument consists of 
two semi-circulcr 321 stainless steel plates between 
which the analyzer and electronics modules are sand- 
wiched. In addition, a stainless steel stiffener is also used. 
The bottom plate also provides the means for mounting 
the mass spectrometer to the CSAD nose cone. Figures 
10a and b show the instrument with and without the top 
mounting plate. 

11. Auxiliary Equipment 

To facilitate the testing of the instrument a variable 
leak assembly was made an htegral part of the instru- 
ment. The leak assembly is supported by the vertical 
stiffener. A valve was included so that the izztrument 
could be connected to a commercial vacuum system to 
bake out the analyzer and could also be used for pre- 
liminary testing. The valve was subsequently removed 
from the instrument by pinching off at the intercomect- 
ing copper tubulation. 

12. Preliminary Results 

The analyzer assembly was completed during the 
third quarter of FY 1968. Preliminary tests were per- 
fomed; electronic component selection was performed 

on the electronic ~nodules; the modules were potted; 
final assembly was completed; and pinch-off performed, 

There was not sufficient time to obtain quantitative 
measurements of the ~nstrument performance; qualitative 
measurements showed, however, that t1.e nlosed ion 
source provided an o;der of magnitude improvement in 
sensitivity over that exhibited by the science breadboard. 
The closed ion source design also ailowed measurement 
of the oxygen peak. One area of ion source performanw 
that was not up to expectation was electron beam effi- 
ciency. Rather than the predicted electron transmission 
of SO%, a value of about 10% was obtained. The elec- 
tron gun design called for the filament shield to be at a 
slight negative voltage with respect to the filament. The 
design of the emission regulator circuit prevcnted the 
application of such a potential, so the shield was con- 
nected to the filament. The functional performance of 
the instrument as observed during the qualitative testing 
showed that the resolution was equal to that of the 
breadboard unit. 

The testing of the unit revealed one major problem: 
The design of the shield, described in Subsection 6, 
proved inadequate, and a metallic film was deposited 
on the ruby washers that were used as the insulating 
material in the construction of the ion pump. This created 
a short across the ion pump supply, thereby shutting off 
the pump. In order to deliver a functioning unit'to the 
CSAD program, a temporary adjustment w ~ s  made, and 
the pump was able to maintain the system pressure at the 
proper level. New ruggedized supports have ?een de- 
signed and will be installed as soon as the unit is returned. 

A sterilization cycle was performed on the instrument. 
No degradation in perfonnance was noted. Tlle instru- 
ment was delivered to the CSAC program for inclusion 
in the capsule system. The unit ft~nctioned properly 
during the subsequent subsystems and system tests and 
sterilization performed on the capsule system. 
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A. A Pulse-Height Analyzer for Space 
Application,' W. 1. Schneider2 

1. Introduction 

XVI. Space Instrumen h 
SPACE SCIENCES DIVISION 

A number of scientific experiments performed from 
space veMdes make use of nuclear pulse spectrometry. 
The J1'L program described here was designed to pro- 
vide % pulse-height ar,alyzer of sufficient precision and 
versatility to be suitable for any of a num:)er of such 
spaceborne experiments. The analyzer may be com- 
manded in flight to perform pulse-height analysis, time 
analysis, or multiparameter analysis. Instruction storage, 
data storage, and data readout, including a data com- 
pression option, are provided internally. (See Table 1 
for the nomenclature used in this article.) 

The analyzer incorporates the basic functional capa- 
bilities found in laboratory analyzers, with the exception 
of the linear amplifier and display sections (Table 2). 
The analog/digital converter (A/DC) has an input-pulse 
voltage range of 0.0 to 10.0 V with 19.5 mV resolution. 
Seven- and eight-bit resolutions are also available with 

'Work on the analyzer performed at Fabri-Tek Instrument Corp., 
Madison, Wis., for JPL (under Contract No. 951302) by R. 
Schwnann, under the technical direction of the author. 
'Member of JPL Technical Section 314. 

corresponding memory subdivision. Coincidence and 
anti-coincidence modes are also provided, together with 
a live timer. Full-scale conversions are made in 128 ps, 
regardless of resolution. 

The mernwy section of the analyzer stores 512 eighteen- 
bit words. The cycle time for "read-add/one-write" is 
slightly more than 5 ps. In pulse-height analysis, the first 
address contains live-time data, the last contains overflow 
or off-scale pulse count, and the remaining 125, 253, or 
509 addresses contain spectral-density data. 

The logic section of the analyzer accepts and stores 
externally generated instructions in its insh lction regis- 
ter. Available instructions include: the analyzer modes; 
pulse-height analysis, time analysis, combined pulse- 
height and time analysis; two multiparameter modes; 
and a multiscaler mode. (A full description of the avail- 
able instructions is given in Table 2.) Instructions stored 
in the register reorganiz.? the rzalyzer's functional ele- 
ments and control logic to fill the requirements of the 
commanded mode (Fig. 1). For example, in the pulse- 
height analysis mode, the receipt of a pulse for analysis 
causes an initiate-storage signal from the A/DC that, 
in turn, initiates a pulse sequence in the programmer. 
These pulses are routed by the programmer, under con- 
trol of the instruction register, throughout the analyzer 
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as follows: 

(1) Clear address register. 

(2) Transfer contents of the pulse-height scaler to 
address register. 

(3) Clear the data register 

(4) Read the memory. 

(5) Advance data register. 

(6) Write the memory. 

(7) Clear the pulse-height counter. 

(8) Enable the A/DC. 

Table 1. Nomenclatura 

A/DC 
A/DCA 

ADS 
ANTI 
APHS 

CLOKF 
COIN 

COINP 
1 DISCH 
, FETCH 

FF 
HISEN 
INDRN 

INITS 
LGO 

LIVEF 
MEASF 

MP 
MSC 

PCHO 
PHFF 

PHSIG 
PO 

RDS 
RE JF 

RNDWN 
RTFF 

STA 
STOP 

STR 
T 

TMBS 

analog/digital converter 
analog/digital converter advance 
advanced data scaler 
anti-coincidence mode signal 
advanced pulse-height scaler 
1-MHz clock 
coincidence mode signal 
coincidence mode command 
discharge flip-flip 
externally produced pulse calling for new 
data during readout 
flip-flop 
high sensitivity threshold command 
initiate rundown signal 
initiate-storage-cycle command 
linear gate open 
live-time flip-flop 
measurement mode flip-flop 
multipara~neter 
multiscaler clock 
pulse-height scaler zero 
pulse-height analysis mode flip-flop 
pulse signal to be analyzed 
memory-busy flag 
reset data scaier 
reject flip-flop 
rundown signal 
reset command for the T flip-flop 
start analysis 
stop analysis 
start readout 
synchronizing flip-flop set when an input 
signal is detected and cleared after the 
memory cycle 
telemetry bit sync 

t 
h 
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During readout, the instruction register is used to 
assemble the output data a d  shift it to telemetry. The 
first 18 bits shifted out contain all of the program instruo 
tions. Simplified instructions for the readout process 
are generated from the shift counter. These i~structions 
cause reading of the addresses sequentially =id the 
transfer of addresses and data into the instruction rr, iter. 

Table 2. Pulse-height analyzer specifications 

Item Capability 

Anolog/digl(ol convertor accuracy 

Input range 
Quantization 
Zero stability 
Gain stability 
Linearity 

Slops 

Count-rate effect 
Analysis time 
Noise (uncertainty) 

O t a i O V  
9 bits, 51 1 levels of 19.5 mV each 

20.04% from -5 to +45'C 
f 1% from -5 to -I-45.C 
20.2% from best fit over upper 96% 

of scale 
*4% from average aver upper 96% 

of scale 
&0.05% from I to 10' pulses/s 
128 ps 
1 mV 

Momow capacity 

\ 'ords 
Bitslword 
Access time 
Read-modify-write time 

812 
18 
1.2 ps 

25 ps 

Pulse-height analysis 
Channels 
Coincidence 

Threshold 

Time analysis 
Channel width 

Multiscaler analysis 

Multiparameter 

Memory subdivision 

Readout 
blormal: Full address 

and data 

Condensed: pulse- 
height onolysis 
only 

Power 

Standby 
20,000 events/s 

Compiexity (upproximahly] 

Functional capability 

128, 256, or 51 2 with automolic gain 
change 

Non-coinc~aence, anticoincidence, 
coincidence 

High, low 

I. 2. ..., 64, I28  ps 

External clock is required 

MP9, 9 external bits, plus internal 
A/DC bits 

MP18, 18 external bits 

Quadrant and half routing 
Overflow count in last channel of 

sector 

27 bitsladdress 

14 bits/address 
3 bits of address 
8 ma&!-significant data bits 
3 bits of data multiplied 

7.15 W 
12.2 W 

500 IC flatpacks 
400 discrete  semiconductor^ 
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Fig. 1. Functional diagram of pulse-height analyzer 
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ADDRESS REGISTER 

512 words 
18 bits/word 

DATA REGISTER 

CLOCK 
PULSER 

TIME ANALYSIS 
MULTISCALER- DIVIDER 

READ -m 
READ PULSE -, 
WRITE 4 

WRITE PULSE- 
RDS - - CLOCK ADS 

1 
A 

START ANALYSIS 
STOP ANALYSIS 

INSTRUCTION DECODER/LOGIC 

START READOUT 
A - - 

READOUT SYNC 
a '- 
W 
LL 
cn 
Z 

SHIFT 2 
- k *  

PULSE-HEIGHT ANALYSIS 
CONVERSION GAIN (2 bits) 

t A 

'2 THRESHOLD SENSITIVITY 
COINCIDENCE 

0 ANTI-COINCIDENCE 
TIME ANALYSIS 

cn TIME BASE (3 bits) z 
T MULTIFARAMETER ANALYSIS 

9 bits EXTERNAL 
$ I8 bits EXTERNAL 
z MULTISCALER ANALYSIS 
13 READOUT MODE 

SYNCHRONOUS 
ASYNCHRONOUS 
DESTRUCTIVE 
COMPRESSED 2 

- INSTRDCTION REGISTER - 

> - 1 - ---- 
MP DATA BITS 1-93] 



2. Pulse-Height Analysis Mode 

a. Analog/digital conuerter. The A/DC, shown sche- 
matically in Fig. 2, is a convcntional Wilkenson type. 
The input circuit is a capacitively coupled emitter 
follower (Ql). Threshold control is provided (through 
42) by holding the emitter of Q1 above its base line 
value by the amount on the desired threshold. Thus, 
the peak value of the puise is not altered by the thres- 
hold setting. Emitter follower Q1 drives the linear-gate 
emitter follower (44). The linear-gate shunt switches 
(45 and Q6) are required only to sink the current sup- 
plied from the load resistor (R8) of the linear-gate emitter 
follower. 

The linear gate is normal ... .?eel ;.xd is closed after 
a pulse peak has passed. The referenbe voltage for end 
of rundown is the output of the closed gate and, thus, 

is near ground potential and is independent of the thres- 
hold settings. Since neither the pulse peak nor the 
rundown reference is altered by the threshold setting, 
the position on pulses above the threshold are unaltered, 
while those pulses below the threshold are eliminated. 
The threshold may be altered during data accumulation 
without smearing the spectrum. 

The stretcher amplifier (47 through Q10) acts to keep 
the voltage on the stretcher capacitor equal to the linear- 
gate output. Due to the unilateral nature of the charging 
diode (DS), this action is only possible when the linear- 
gate output is greater than the capacitor voltage. Accord- 
ingly, the amplifier is effective in charging the stretcher 
capacitor, while discharge is accomplished through the 
current-sink transistors (Q11 and 412). The constant- 
current-sink transistor (411) is necessary to provide 

Fig. 2. Schematic diagram of analog/digital converter 
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negative corrections to the stretcher-capacitor voltage 
during base line keeping. The lineilr discharge to the 
reference is provided by the switched sink transistor 
(Ql2). 

The current-sink transistor is zwitched by diverting its 
emitter current through D9. The output of the stretcher 
amplifier (Q9) is a convenient source of a rundown signal -- 
(RPU'DWN), since it goes negative as soon as the pulse 
peak has passed and remains so until the stretcher- 
capacitor voltage is again equal to the linear-gate output 
when the amplifier regains control. 

The problems dssociated with pulse spectrometry are, 
in part, those of measurement precision and, in part, 
those associated with pulse-to-pulse interference brought 
on by the random nature and dynamic range of the 
nuclear phenomenon. In this pulse-height analyzer, 
the latter problems are handled by the digital interface 
between the A/DC and the balance of the analyzer 
functions. No means are incorporated to discriminate 
against nearly coincident pulses where their sum results 
in a monotonic increasing pulse. The decision not to 
incorporate pulse-shape discrimination was made pri- 
marily on the basis of the low event rates expected from 
spaceborne experiments. 

b. Rundown control. The logic diagram of the analog/ 
digital converter and its interface are shown in Fig. 3. 
The first indication that a pulse has been received is the 
occurrence of the rundown signal (RNDWN). The state 
of the discharge flip-flop (DISCH) follows RNDWN on 
the succeeding negative clock transitions. DISCH gates 
on the constant-current discharge of the stretcher capac- 
itor and, together with the memory-busy flag (PO) and 
the pulse-height analyzer mode control signal, controls 
the analog/digital converter advance (A/DCA) p-alses, 
which eventually advance the pulse-height scaler. DISCH 
also sets the T flip-flop that, together with RNDWN, 
causes the initiate-storage-cycle command (INITS). 

c. Program pulser. The storage cycle for all modes of 
the analyzer is controlled by the program pulser. The 
pulser consists of a four-stage serial carry counter opera- 
ting at a clock-derived 1-MHz frequency. When the 
counter is initiated, it generates 15 sequential l-CL~ inter- 
vals (1P1 through 1P15) and locks up in the 16th state 
(PO is true). Since the memory cycle for pulse-height 
analysis is completed during the 15 ps of a, it is con- 
venient to use as a memory busy flag. The program 
pulser is initiated by INITS and sustained by PO through 
the completion of its cycle. INITS = T RNDWN is 
an indication that a pulse has occurred, that a corres- 
ponding count has been accumulated in the pulse-height 

FF = FLIP-FLOP 

Fig. 3. Digital interface 
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scaler, and that the storage cycle should proceed. All 
storage-cycle pulses are decoded from the program 
pulser. 

d. Linear-gate control. The linear gate is controlled 
in two ways; first, by tlie coincidence pulse in conjunc- 
tion with the "coincidence mode" instruction, and second, 
by RNDWN or T, once a pulse has been detected. Thus, 
the gate will close during every coincidence pulse in 
the anti-coincidence mode. Even if there is no pulse- 
height signal received, an analysis will occur, since the 
threshold circuit output is greater than the output volt- 
age of the closed gate. This is an undesirable mode of 
operation, since it has the effert of decreasing live time 
and of storing unwanted data in the address corres- 
ponding to the threshold voltage. 

e. Reject circuits. At the end of the normal storage 
cycle, RTFF (at 1P14 time) causes reset of the T flip-flop, 
and the linear gate opens. Should this occur during the 
tail of a pre-existing pulse, an erroneous analysis would 
result. This condition is avoided by rejecting any anal- 
ysis data that Occurs within 5 +s of the linear-gate open- 
ing. This is accomplished by REJF, which prevents the 
advance of the data scaler during the storage cycle. Thus, 
rejection Goes not perturb the linear portions of the 
analyzer. 

f .  Memory subdivision and analog/digital converter 
conversion gain. Change in resolution or in conversion 
gain refers to the number of quantization levels used 
to measure pulse height. Conceptually, the discharge 
rate of the stretcher capacitor could be changed by 
altering the magnitude of the discharge generator cur- 
rent. It is preferable to leave the analog circuits of the 
A/DC unchanged and merely to alter the clock fre- 
quency. A change of the clock frequency prior to the 
A/DC gating circuits would result in an increase in 
the uncertainty of the stretcher capacitor discharge prior 
to INDRN. In the analyzer, a counter that can divide 
the A/DCA pulses by 1, 2, or 4 is provided between the 
A/DC and the pulse-height scaler. 

g. Pulse-height scaler. The pulse-height scaler is a 
conventional ripple-carry counter, with provision for 
reset and for parallel output. It also has provisions for 
indicating pulse-height scaler full at a count of 511 and 
for indicating pulse-height scai.er zero (PCHO). The 
former is used to prevent overflow and has the effect of 
indicatitlg all overflow or off-scale pulses in address 
511. The zero indicator has a special use during live-time 
determinations, as will be clear later. References made 

here to address 511 imply that the measurements were 
made at maximum resolution. The logic generating the 
full and zera signals is altered-as is the A/DCA 
divider-by the memory subdivision signals indicating 
quarters or halves, as is required. In such a case, the 
most significant stages of the pulse-height scaler are 
conditioned by externally generated quadrant-selection 
pulses. 

h. Memory. The analyzer uses a conventional mag- 
netic core memory containing storage for 512 words, 
each 18 bits in length. The cores are arranged in bit 
planes of 16 X 32 cores. Each particular core in the 
Nth plane then represents the Nth bit in one of the 
512 words. When the memory is to be read, the address 
register is cleared, and the pulse-height scaler states are 
transferred in. This occurs in 4P4 time, 4 ps after the 
end of INDRN. The read signdl, generated at 2W time, 
energizes the memory address decoding gates. These gates 
consisi of both current sources and sinks which, in com- 
bination with routing diodes, route the read pulse half- 
select currents to one of the 16 Y wires and to one of 
the 32 X wires, simultaneously, The core at the inter- 
section of the energized X and Y wires receives the full 
select current. Such an intersection exists once, and only 
once, on each of the 18-bit planes. The read pulse is 
generated at 1P9 time, starting 1 ps after the decoding 
gates are energized by the read signal. Both read and 
read pulse coexist for 1 +s, and during that time, the 
combined action of the X and Y half-select currents 
drive the selected cores to the reset state. The 511 cores 
in each bit plane that receive only one half-select current 
remain in their original state. 

Each core of each bit plane is threaded by a single 
sense wire. If the selected core in the Nth bit plane is 
originally in a 1 state, a voltage *11 be generated in 
the sense wire as the core is reset. This sense voltage 
is amplified and is used to set the Nth flip-flop in the 
data register. In practice, the sense line contains a con- 
siderable amount of noise voltage induced by the leading 
and trailing edges of the read pulse. Time domain 
filtering is used to enhance the sense voltage signal-to- 
noise ratio. 

The data register flip-flops are connected both for 
parallel entry from the sense amplifiers and for counter 
operation. During the pulse-height analysis read-add/ 
one-write cycle, the data register is advanced at 4P9 
time. Immediately, the write decoding gates are energized 
by the write signal at 2P13 time. The write pulse occurs 
at 1P14 time and causes half-select currents in the 
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opposite direction to the read half-select currents to 
be generated. 

Each core of each bit plane is threaded by a single 
fourth wire. This wire is energized with a half-select 
current in such a direction as to oppose the write half- 
select currents. The selected core in a bit plane where 
the fourth, or inhibit, wire is energized remains in the 
reset state. The selected core in an uninhibited bit plane 
is driven to the set state. The inhibit winding is energized 
with signals derived from the data scaler, itself, thus 
permitting rewriting of the modified register contents. 

The time required for a read-add/one-write cycle is 
5.6 ps. As a power conservation measure, both decoding 
gates and sense amplifiers are energized only during read 
and write pulses. 

i. Live timer. The live timer provides a measure of 
the time during which the analyzer is available for the 
measuring of pulse heights. This measurement is accom- 
plished by sampling the combed HEJF and T functions 
with a 100 pulse/s clock. A coincidence of these signals 
sets the live-time flip-flop, initiates a storage cycle, and 
closes the linear gate. Since live-time data are to be 
accumulated in address I, the address register is 
advanced from 0 to 1 at the 1P1 time of each storage 
cycle. The cycle proceeds to 4P9 time when the data 
scaler is to be advanced, indicating that the analyzer was 
interrogated and was found to be live. The advance is 
made conditionally on the state of the pulse-height scaler. 
A pulse-height scaler state other than 0, with the live- 
time flip-flop set, indicates a coincidence between a 
pulse-height signal and a live-time clock pulse. In such 
a case, the puke-height signal must have been at least 
partially stored in the stretcher before the gate closed. 
When this condition is observed, both the live time and 
the signal pulse are lost. 

i. Readout. The instruction register also serves as the 
output register for the analyzer during data readout. 
The readout function, itself, is controlled by the shift 
counter, the address register, and the control logic. 

The first data shifted out of the anaiyzer is that stored 
in the instruction register, and tells the user exactly what 
the conditions of the analysis were. After the &st 9 
bits have been shifted out, the contents of the memory 
address register are transferred into the cleared positions. 
As shifting conhnues, the address register is advanced 
by 1, and the new address is read from the memory into 
the data register. After 18 additional shifts have occurred, 

the contents of the data register are transferred to the 
shift register. As shifting continues, the address register 
is advanced, transferred to the shift register, and the 
memory is read again. The data sequence is thus 18 bits 
of instruction data, followed by address 0, next data from 
address 1, followed by address 1, and so on, until all 
addresses have been read. Note that address 0 is never 
read out. Address O should have no data, since the 
address register has been advanced by 1 as a routine 
part of every storage operation. 

3. Time-Analysis Mode 

The analy~ar has been designed to allow measurement 
of energy and die-away speciia of capture gamma rays, 
as might be obtained using a pulsed neutron source. 
When so instructed, the analyzer will, on command, 
begin a time measurement. The measurement consists 
c + 126 intervals of 1 to 128 ps in duration, as instructed. 
t* hen a p:.;lse-height signal is received, a storage cycle 
is initintea, and the content of the address corresponding 
to the apprcpri i s  . ~:.;erval is ad\ anced by one. Interval 
timing continues with3ut interruption, but additional 
pulse-height signals do not initiate storage. When timing 
is complete, a second storage cycle is initiated, and the 
content of address 127 is advanced by 1 to indicate 
the total number of timing cycles that have been com- 
pleted. 

4. Combined Time and Pulse-Height Analysis 

Pulse-height analysis on the first pulse-height signal 
proceeds concurrently with the time analysis described 
above. The result of the analysis is retained in the pulse- 
height scaler. When the time analysis and both storage 
cycles are complete, the pulse-height data are stored 
in the selected quadrant. 

5. Multiparameter Modes 

In the multiparameter rnode the analyzer merely 
provides a means of recording 512 words of 18 bits each. 
On command, such data are transferred into the data 
register of the memory, written into the core, and the 
address register is advanced by 1. When the last address 
has been used, a memory full gate is set, and no further 
inputs are accepted. 

Provision has been made to record 9 bits of u~ulti- 
parameter data, together with 9 bits of pulse-height 
analysis data in each address. In this case, a coincidenm 
pulse is required to indicate the pulse to be analyzed 
and the data to be entered. 
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6. Multiscaler Mode 

A conventional multiscaler mode has been provided. 
In this nlode, interval pulses are provided externally. 
Pulses to be scaled are used to advance the data register 
of the memory. When the interval pulse arrives, a 
storage cycle is initiated, and the axumulated count in 
the data register is stored in the appropriate address. 
During the storage cycle of 16 p, the scaler is inactive. 
When the last address has been used, a memory-full 
gate is set and no further inputs are accepted. 

7. Conclusions 

The versatility provided by this analyzer is greater 
than that provided in many laboratory instruments and, 
hence, it should be suitable for most space science 
experiments. Admittedly, this instrument may have ail 
excess functional capability and be somewhat less effi- 
cient (in terms of power and weight) for specific appli- 
cations. However, the excessive costs for developing a 
special instrument for a specific application favor the 
use of this analyzer design. 

B. Quantitative Use of Imaging Systems: 
An Electronic Camera System, 
A. 1. Young and F. P. Landauer 

1. Introduction 

The purpose of this work is to develop an imaging 
astronomical photometer with both high photometric 
accuracy and high spatial resolution. Accurate, high- - 
resolution photometric data are needed in a wide range 
of planetary and stellar investigations. For example, the 
problems of the clouds of Venus, the nature of seasonal 
changes on Mars, the dynamics and structure of Saturn's 
rings, and fundamental studies of stellar masses acd 
evolution, all require such observations. 

At the present time, low-resolution data of high photo- 
metric accuracy are obtained photoelectrically, moclerate- 
resolution data of moderate accuracy are obtained photo- 
graphically, and high-resolution data of low accuracy are 
obtained visually. In these conventional techniques, the 
"seeing" (image blurring produced by the Earth's atmos- 
phere) is a major limitation, and has been regarded as 
an insuperable limitation. However, recent advances in 
understanding the "seeing" problem (Ref. 1) have shown 
that (1) the resolution advantage of visual or short- 
exposure photographic observations can be realized in 
longer exposures if the image motion is cancelled by. an 
automatic guider, and (2) the remaining image blurring 

j 
E. 
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has the effect of attenuating high spatial frequencies in 
the image, which can then be "restored" by suitable 
image processing. Such image-restoration techniques have 
been developed by the image processing laboratory at 
JPL, and successfully applied to itlariner lV and Surueyoz 
data. 

The "restoration" of high spatial frequencies requires 
that the image be recorded by a linear process, and that 
the signal-to-noise ratio be so high that even the atten- 
uated spatial irequencies are larger than the correspond- 
ing components of the noise. Conventional photographic 
recording is strongly nonlinear, and gives signal-to-noise 
ratios of about 30 to 50 at best. Furthermore, the detective 
quantum efficiency of photography is low, typically a 
few tenths of a per cent, so that telescope time is not 
used effectively. 

These dilllculties can be reduced by detecting and 
recording the image electronically. At the present time, 
the image isocon appears to be the most suitable detector, 
with good linearity, wide dynamic range, and excellent 
signal-to-noise ratio. With slow-scan readout and FM 
recording on magnetic tape, a detective quantum t is-- 

ciency of a few per cent and a signal-to-noise ratio of 
at least 100 can be expected. An electronic camera has a 
considerable advantage over photography, since each 
picture element can be individually calibrated by ex- 
posure to a series of known light levels. The tape 
recording has the additional advantage of much faster 
conversion of data to digital form than can be achieved 
by scanning a photograph mechanically on a micro- 
densitameter. 

Figure 4 is a block diagrsm of the entire electronic 
camera system. From a qystems point of view, the earth's 
atmosphere must be included with the telescope in deter- 
mining the optical modulation transfer function. At the 
present time, we are concerned with the design of 
the portion of the system above the dashed line. 

2. Electronic Camera System Design 

a. Telescope and Earth's atmoephere. The telescope 
used will be primarily the 24-in.-diam telescope at Table 
Mountain, California. However, it may be desirable to 
use other telescopes (e.g., at McDonald or Kitt Peak), 
and provision should be made for mounting the equip- 
ment on other telescopes. 

The work of Fried (Ref. 1) has shown that there is an 
optimum aperture for a given wavelength and "seeing" 



Fig. 4. Planetary photometry (electronic camera system) 

quality. A review of current knowledge of the seeing 
problem will appear shortly in Sky and Telescope. Be- 
cause the modulation transfer function of the telescope- 
atmosphere combination depends on the telescope aper- 
ture, Fried's work is being extended to annular apertures. 
Aperture filtering will be included in the optical head. 

TELESCOPE 

Because of the importance of atmospheric dispersion 
in high-resolution observations, relatively narrowband 
filters must be used. Partial compensation for dispersion 
is possible, hut at the expense of more optical elements 
and two additional continuously varying degrees of 
freedom in an already complex system. Narrowhmd 
filters are desirable in planetary work, regardless of the 
dispersion problem. 

FILTERS FOR 
WAVELENGTH, 

APERTURE, AND 
POLARIZATION 

I 

GUIDER 
MECHANISM 

c. Catrtera head and control system. The detailed 
electronic design of the camera system is essentially 
complete. A description of the electronic system follows. 

PHOTOMETRIC 
IMAGE IMAGE SENSOR 

(CAMERA UNIT) 

OPTICAL 
CALIBRATION 

SIGNALS 
(PHOTOMETRIC 

AND GEOMETRIC) 

Camera head. 

4 4 

Image detection. Recent data on the RCA type-C21093 
image isocon indicate substantial superiority over image 
orthicons. With a close-spaced mesh and 10" 0-cm 
target, linearity and readout efficiency are high, and 
storage (integration) will be possible for several minutes. 
The bialkali photocathode is reported to be stable, 
uniform, and highly sensitive. With an expected detec- 
tive quantum efficiency of a few per cent, the required 
exposura times to achieve 1% precision per picture 
element will be on the order of 0.2 s for Venus, 4 or 5 s 
for Mars a3d Jupiter, and 1 min for Saturn. 

, - 
SERVO 

b. Guider. Several alternative methods of sensing and p r e a m p ~ i ; ~ a t ~ .  ~h~ output signal from the isocon 
controlling the position of the image are being investi- will range from a few nanoamperes to several micro- 
gated. Calculations indicate that adequate bandwidth amperes.  hi^ requires a gain adjustment of from 20 to 
will be available to guide on any naked-eye object in the 20,000 in the video preamplifier. It is anticipated that the 
blue and visible; for fainter objects, or in the infrared, existing nuvistor preamplifier will be augmented by 
the accuracy of motion compensation will be limited by programmed operational amplifiers to control gain and 
photon noise. bandwidth. 
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r . POSlTlOlJ 
SENSOR 
P 
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Deflection. An operational amplifier-type deflection 
amplifier will be used but will not be an integral part of 
thc camera head. Deflection waveforms and regulated 
focus and alignment currents will be remotely generated 
in the control console. 

Control section. 

Sweep and format generation. Horizontal line genera- 
tion will be by means of binary division of a crystal- 
controlled clock. The sweep drive signals will be coupled 
to operational amplifier integrators operating through an 
integrate-reset bridge. The vertical drive will be derived 
by binary division of horizontal drive pulses. Thus, both 
the horizontal and vertical line numbers can be controlled 
by digital selection. 

Because image orthicons and isocons are complex in 
operation, two sweep modes will be used: (1) a slow-scan 
mode limited by tape, recorder bandwidth versus signal- 
to-noise ratio constraints, and (2) a fast-scan mode 
limited by thc: reset capabilities of the yohz drivers and 
yokes. The fast-scan mode is for visually monitoring the 
preliminary adjustment of the camera operating param- 
eters; the slow-scan mode is for data recording. It will 
have constant sweep rate and video bandwidth, i.e., the 
raster size will change as the line number changes. This 
is consistent with the requirement for constant optical 
magnification and Nyquist sampling at the optical reso- 
lution limit. The reason for changing the line number at 
all is that if only a small field is required, then consider- 
able time is wasted if an unnecessarily large target area is 
scanned. The formats to be accommodated are 256 X 256, 
512 X 512, and 1024 >( 1024 Nyquist samples. The fast 
system differs in that the active line time is constant, the 
video bandwidth varies, the line number changes, and 
the clock frequency and integration rate is eight times 
faster. 

Exposure and Erasure. Exposure times will be gen- 
erated in increments of powers of the squarta root of two 
by binary division of crystal clock. Automatic exposures 
from 1 ms to 45 s (215 ms) will be selectable. 

Erasure will be available only during slow-scan opera- 
tion. The sequence will consist of switching the system 
to fast scan, gating the target to a higher potential and 
increasing the beam current for one frame, then returning 
to slow-scan mode. Erasure scans will always be done in 
the 1024-line format. In slow-scan operation, the sweep 
will be disabled dcring exposure to eliminate the effects 
of a changing magnetic field on the image section of the 
camera tube. In fast scan, however, no hesitation will 

occur unless the selected exposure time exceeds the 
frame time; thus providing the fastest possible frame rate 
for setup. 

Control of optical functions. Besides controlling the 
camera unit, the control unit must step the optical filters 
and calibration targets through an appropriate calibration 
sequence. The calibration procedure is complex; it pro- 
vides adequate photometric and geometric calibration 
data for each combination of wavelength, polarization, 
and aperture filters selected. The control unit also 
sequences the filters and other optical and electronic 
adjustments during the observational cycle. 

V h d  monitor. The electrical characteristics of the 
display monitor will be similar ta those of the film 
recorder. The format will be a minimum of 6 in.2 on a 
spherical faceplate. The resolution will be a minimum of 
1000 lines using a dual-mode ph, ;phor, i.e., different 
colors for phosphorescence and fluorescence so that when 
proper filters are used, the monitor will be suitable for 
both fast- and slow-scan rates. 

A Tektroni. RM 561 oscilloscope will be used for A- 
scope monitor. A type 3B3 time-base unit will be modified 
to accept external sweep from the control section, and to 
enable the delayed sweep gate to function as a line 
brightener on the monitor when the A-scope is used as a 
line selector. 

Film recorder. A Ranger Block 111 film recorder will 
be used to provide 35-mm film output. Reliability and 
stability of tlie unit is being improved by the replacement 
of the high-voltage and focus power supplies with ultra- 
stable solid-state units. As in the camera head, the yoke 
driver will be a wideband, ultralinear, solid-staLe opera- 
tional amplifier. It  will receive ~ t s  sweep waveforms 
from the control section. Resolution will be better than 
1000 lines on 2.5 in. of the cathode-ray tube faceplate. 

Tape recorder. Data will be recorded on magnetic 
tape using an Ampex FR1400 or equivalent operating at  
120 in./s. The tape will be similar to Ranger and Surueyor 
analog tapes, i.e., frequency modulation by video data. 
Separate tracks will be used for vertical and horizontal 
sync signals because there is no reason to generate com- 
posite video. Sufficient telemetry data will be recorded 
to provide o record of the system operating parameters. 
A file number will also be recorded to aid in data 
extr ction. 

Reference 

1. Fried, D. L., J .  Opt. Soc. Am., Vol. 58, p. 1372, 1866. 
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C. On the Slow-Scan Characteristics of the 
WX30691 SEC Vidicon, K. 1. Ando 

1. Introduction 

A continuing task of the JPL image detector laboratory 
is the evaluation of new imaging devices for possible 
application in future interplanetary missions. One type 
is the secondary electron conduction (SEC) vidicon. The 
SEC vidicon is particularly suited for space applications 
due to its inherent silnplicity and high sensitivity. SEC 
tubes have been selected for various future space systems, 
the most important ones being the Apollo missicn and the 
Apollo Telescope Mount program. 

For any space application, the imaging device must be 
sufficiently rugged to withstand the severe environment 
of launch and a long-term flight. Further study and 
developmental work will be necessary to determine 
whether ruggedization of a SEC vidicon is feasible. 
Present results indicate that it may be. The SEC: vidicon 
has already met many MIL specification shock and vibra- 
tion requirements which specify typical levels encountered 
on zirborne flights. 

The present article discusses some results af the eval- 
uation of the Westinghouse WX30691 SEC vidicon. f i e  
mairi pdrpose of this work was to determino thc slow-scan 
capabilities of the UrX3b691 and provide informatiorl on 
the general characteristics of the SEC vidicon. 

2. Britf Description of the SEC Vidicon 

The SEC process and the SEC vidicon are described 
 extensive!^ in a series of papers (Ref. 1) by the Westing- 
house group which devt:loped it. Thus, only a brief 
description will be given here. 

The SEC vidicon has many features and characteristics 
which are identical to those found in an image orthicon 
and a conventional vidicon. Figure 5 shows a simple 
schematic diagram of ah SEC tube. Basicaliy, the SEC 
\-~dicon consists of an image intensifier section coupled 
to a vidicon readout section. The tube has a fiber optic 
input window which couples light from the image plane 
to a hemisp!:,oical photocathode layer. The secondary 
electrons from the photocathode are accelerated and 
focused onto the SEC target. The resultant charge is 
stored on the surface of the target. Readout is a m m -  
plished by a reading beam in the conventional manner. 

The unique feature of the SEC vidicon is the target, 
which is depicted schematically in Fig. 6. It consists of 

SUPPRESSOR DEFLECTION AND 
M E S H 7  FOCUS COIL 7 

-SEC VIDICON GUN 
TARGET 

ELECTRODES 
PREAMPLIFIER 

Fig. 5. Schematic diagram of the SEC vidicon 
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S IGNAL  P L A T E  PREAMPL IF IER  

'RON 

Fig. 6. SEC vidicon target 

three layers. A thin layer of aluminum and a porous KC1 
layer are evaporated onto an alumina substrate. The 
KC1 layer is evaporated in such a manner that it has an 
e;;tremely low mass thickness of between 10 and 130 
pg/cm2. (For comparison, a solid KC1 layer 20 um 
thick would have a mass thickness of 1.984 g/cmS 
X U) X = 4000 pg/cm2.) In operation, the electrons 
from the photocathode bombard the target with an energy 
determined by the photocathode voltage. Typically, the 
electron energy is about 7 keV. The incident electrons 
pass through the alumina and the aluminum signal elec- 
trode layer and generate secondary electrons in the 
KC1 layer. 

The alumina and the aluminum layrjr are suf6ciently 
thin such that the transmittance for 7 keV electrons is 
high. The secondary electrons generated in the KC1 
layer are swept to the signal electrode by the reverse 
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bias applied between the signal electrode and the 'XCI 
layer's surface which hns hcen charg~d to cathode 
ptential hy the electron h a m .  The signal rlect;oclc i s  
h ~ i c ~ l I y  biased at hetween 10 and 20 V. The collection 
cltickncv for the s~condari~s is lnrgly due to the many 
voids in the terget, Some of the secondary eltctrons will 
rccomhine wikit positive charge mm!)ination centers, 
but most will reach the signal c!ectrde. Typical rlectran 
gains hctween 100 ta 200 have bcen achieved in SEC 
targets. The reszllting positive image paFern is neutral- 
ized by the e2ec:rons from the scanning barn. The targct 
curmnt which discharg-s the KC1 Inyer through the signal 
electrode during readotrt constitutes the video simal. 

The most outstanding feature of the SEC tdagt is 
prohablv its high rresistivity, which permits charge inte- 
gration and storage for ~xtended prriods of lime, Fm 
low-lizht-lcvrl drtectian, time exposures up tn seveml 
hours cuir be utilized with no miprocit; failur~. In 
addition, the SEC target i s  cagahle of storing :ignaIs for 
several days without any significant image d~radation.  

WXBMI SEC vidicon is shown in Fig. 7. Additional 
data and experience wem acquired from the evalu a t' ion 
of two ApolIo SEC tubes dunng the previo~~s year, and 
discl~ssians with Westinghaur;e rngincers at Elmira, 
Nrw York, in connection with the SEC vidicon ruggedi- 
ration propm~l. 

The WX30891 has a %mrn photocathode. The input 
mster size is 0.0 X 0.8 in. although other mstet sizes 
bounded by a 1-in. diameter can he used. The input 
Format size is thus m% larger in linwr dimensions than 
a standard vidicon ( '4 X % in.) The read section of the 
WX30691 is identical to that of a mnvcntional 1-in. all 
magnrtic vidicon so that standard rlcflection yokes amid 
fwns coils can be ~ti'izcd. 

Thc WXZO69ts were evaluated in a camera head 
dcsigned specifically for SEC vidicons (SPS 3748, Vol. 111, 
pp. 142-148) an4 the vidicon test facilities. The WX30891s 
were initially operated at EIA rates to optimize alignment 
currents, set size and ccntrring, and eptical-elertrical 
focus. For slow-scan tests, line ncd frame rates were set 
to yip!d 6% noninterlaced television Iines per pictuw 
height. A solenoid-drivcn Wollensak leaf shutter was 
used to shutter the WXr30R91 during slow-scan operation. 

Most of the data were taken on two WX30891 tolws 
purchased from Westinghouse, A photograph of the 

Fig. 7 WX30691 SEC vidicon 
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Since the sensitivity depends critically on the image 
area scanned, the fiber optic input faceplate was masked 
with a C.6 X 0.8-in. template. 'Ibe proper raster size was 
set at all scan rates by adjusting size and centering 
controls, using the template as a reference. Static transfer 
and sensitivity measurements were made with a tungsten 
source (287S°K), a series of calibrated Iconal neutral 
density filters, and a Kietl.ley electrometer. 

4. Results 

The static transfer characteristics at EIA rates of the 
WX30691 for various target voltages V, are shown in 
Fig. 8. The dynamic range extends typically eyer two 
orders of magnitude in illuminance. Since flat field 
illuminance was used, signal current as measured by the 
Kiethley can be expressed as a peak c7 rrent if the 
blanking time is taken into consideration. The gamma 
typically varies from approximately unity at lower illumi- 
nance levels to about 0.5 at the saturation po~nt. Beyond 
the maximum point indicat,d on each of the curves, the 
target is saturated at the suppressor mesh voitage. This 
provides a "knee" in the transfer curve. The '%neeu region 
is not as extended as in an image orthicon, and o~eration 
in this region is no: recommended due to mage "hum in" 
and an abrupt change into a "cros:ed over" mode which 

The operating range can be extended to higher illumi- 
nance levels by decreasing the target ga~n via a decrease 
in the photccathode voltage Vp,. This can be done in a 
dynamic fashion by an automatic gain control loop which 
samples the video level and varies the photocathode 
voltage accordingly. Such a system is incorporated in the 
Ayol. 2 lunar TV system. There is no perceptible degra- 
dation in resolution with photocathode voltages from 
3 to 8 kV. The target gain dependence on photocathode 
voltage was determined at EIA rates by measuring the 
signal current as the photocathode voltage was varied 
with a constant target voltage. Figure 9 shows the 
resultant relative target gain versus photocathode voltage 
curve for the WX30691. Maximum target gain occurs at 
7 kV. At higher photocathode voltages, the cross section 
of the target for primary electrons decreases and the gain 
amrdinqly drops off. At lower photocathode voltages, a 
substantial portion of the primary electrons are stopped 
by the Al and A120, substrates with a resultant sharp 
decrease ill gain. 

Of particular imrortance for space applications are the 
slow-scan characteristics of the SbC vidicon. EIA rate 
operation requires a disproportionately large bandwidth 
and is not compatible nor feasible for Mariner class 
missions. It is anticipated that future iaissions will still 

- - 
produces "blacker thaa black areas on the monitor. 

TARGET ILLUMIN.iT!ON, ft-cd PHOTOCATHODE VCLTAGE , k V 

Fig. e. Transfer characteristics of Ihe WX30691 SEC Fig. 9. Relative target gain vs photocathode voltage 
vidicon at EIA rates for the WX30691 SEC vidicon at EIA rates 
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utilize slow scanning as a means for bandwidth and data 
reduction. To my knowledge, there has not been ally 
extensive evaluation or data on the slow-scan capabilities 
of the SEC vidicon due to its limited applicability. The 
Apollo lunar SEC camera utilizes frame times of 0.1 and 
1.6 s, whereas the Apollo telescope mount SEC camera is 
an EIA system. Future Mariner-class missions will require 
operation of the SEC vidicon at longer frame times unless 
another means is developed to bcffer down the data rate 
from the vidicon. 

To determine the slow-scan capabilities of the SEC 
vidicon, the WX30691 was evaluated at several slow-scan 
rates. Figure 10 shows a typical transfer characteristic 
at a frame time of 1 s. Slow-scan operation requires some 
means of shuttering to stop motion since the long frame 
times do not permit an open shutter mode without image 

ILLUMINANCE, ft-cd 

Fig. 10. Light transfer curve for a frame time of 1 s 

ILLUMINATION, ft-cd-5 

Fig. 11. Light transfer curves for different shutter 
speeds at a frame time of 4 s 

smear. In order to check reciprocity between shutter 
speeds and total light exposures, a series of transfer 
curves were obtained at various shutter speeds between 
1 s and 20 ms. Figure I1 shows the superposition of the 
transfer curves taken with the different shutter speeds. 
The scatter in the data points is well within the measure- 
ment uncertainties. Therefore, within the lhited range 
of shutter speeds utilized, it can be said that shutter 
speed-light reciprocity holds. 

Figure 12 shows the variation in signal currect as a 
function of frame time for a number of constant light 
energy values within the normal operating region of the 
Wi(30691 at a target voltage of 16 V. As anticipated, 
the signal current drops off proportionately with scan 
rate. Although the signal current can be increased to 
some extent by higher target voltage operation with some 
loss in dynamic range, the WX30691 is limited to frame 
times that do not exceed 10 s if scanned in the conven- 
tional manner due to the degradation in signal-to-noise 
ratio arising from the decreased signal output. Mariner 
Mars 1969 type slow-scan vidicon, for example, h a  a 
typical signal current of 3 nA at 0.1 ft-cd-s at a 42s 
frame time compared to an extrapolated maximum cur- 
rent of approximately 0.2 ;IA at the same frame time for 
the WXS0691. The WX30691 can be operated at longer 
frame times, however, if special scanning techniques are 
utilized to achieve short beam dwell times under slow- 
scan conditions. Such techniques were used in the 
Uvicon SEC camera (Orbiting Astronomicat Obseruatoy 

FRAME TIME, s 

Fig. 11. Signal output vs frame time 

C 
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satellite) and the Mariner Mars 1964 vidicon camera to 
maintain signal current output at slow-scan rates. 

The higher signal current for the slow-scsn vidicon is 
due to the higher electron charge density stored on the 
target for a given exposllre time. The higher electron 
charge density for a Mariner Mars 1969 slow-scan ~.:dicon 
is the result of its higher target capacitance (== 10,000 
pF/cm2 vs = 200 pF/cm2 for the WX30691). The lower 
capacitance of the SEC cannot be compensated for by a 
larger voltage excursion on the target since the maximum 
practical voltage excursion is limited to about 6 V. 
Larger voltage excursions result in a "beam pulling" 
phenomenon which lowers resolution. In addition, the 
operating region of the WX30691 is typically two orders 
of magnitude lower in illuminance. The combined photo- 
cathode and target gain of the WX30691 is not large 
enough tc o&et this in terms of the total charge stored 
on the target. 

Let us now consider the signal-to-noise ratio of the 
WX30691 at slow-scan ntes in the light of its signal 
current output. As in all photocathode devices, the signal- 
to-noise ratio is shot noise limited by the less than unity 
quantum efficiency of the photocathode materid. A 
typical figure quoted for the sensitivity of an S 20 photo- 
cathode is 150 A/lm. If we take the photo flux in 1 ft-c of 
illuminance as 1.1 X 10I6/s for a 2850°K source, 150 A/lm 
conesponds to a quantum efficiency of 9%. The shot 
noise in the photoelectron current is given by 

I,. = (2ei, ~t)" (1) 

" I  
0 I 

- 6  0 2 4 6 o 2 4 6 
1 I I 1  1 1 1 1  

TARGET ILLUMINATION, f t -  cd-S  

Fig. 13. Limiting signal-to-noise ratio for the WX30691 
SEC vidicon for some typical resolution requirements 

input device and bias conaitions. However, the pream- 
plifier noise levels can be characterized by utilization of 
the concept of noise figure. Treamplifier noise is assumed 
to contribute additive "white" noise. This is a reasonable 
assumption since slow-scan operation requires only 
lunited video basebands which can easily be shifted 
beyond the l/f noise region of transistors by carrier ar 
chopping techniques. Adding the vidicon shot-noise and 
load-resistor thermal noise in quadrature, the total 
equivalent input noise current can be expressed as 

where a is a parameter which characterizes tha noise 
5uildup in the stored charge, F = noise figure for the 
preamplifier, RL = load resistor, i, = signal current fmm 
;-idicon, and ~f = video bandwidth. 

Utilizing Eq. (I), the bhot.noise signal-limited signal- 
to-noise ratio can be written as In practice, 1/RL >> 2Oai,. Therefore. 

ASI * S/N = (z) 
where A = area of the photocathode in ft2, S = sensi- The signal-to-noise ratio is thus 
tivity of the photocathode in pA/lm, I = illumination in 
ft-cd-s, n = number of pixels, and e = 1.6 X lV1@ A-s. RL 

= i' (4kT AfF) (5) 
Figure 13 shows the limiting signal-to-noise ratio for 

the WX30691 for some typical resolution requirements. For a given resolutim requiRment, he mhbum 
This signal-to-noise ratio is never achieved in practice bandwidth given by 
because the preemplifier further degrades the signal-to- 
noise ratio, and the curves in Fig. 13 should be con- 

af - 0.5 N,N& 
sidered as upper limits. 

TJ (6) 

The preamplifier noise level is not easuy determinal~le where N, and N, are the horizontal and vertical resolu- 
since it deperrds on the noise parameters For the specific tions in TVL/picture height, b = blanking facPx = 
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T f / T f  (unblanked), X/Y = aspect ratio, and TI = frame 
time. 

operating region, lower bandwidth due to the longer 
frame time, and a larger RL. 

Since the signal current output is approximately pro- 
portional to 1/T, up to frame times of 10 s, from Eqs. 
(5) and (6) it follows that 

Thus, the signal-to-noise ratio can be maintained at 
slow-scan rates up to 10 s by increasing R L  proportion- 
ately as the bandwidth is decreaced. For typical values 
of 3 dB for the noise figure (Rr, = 500 a, 1 ,  = 1 s, and 

= N v  = 600 TVI,), the maximum highlight signal- 
to-ndse ratio calcu!ated for the WX30691 is 34 dB. A 
typical highlight signal-to-noise ratic for a Marir~er Mars 
1969 vidicon-preamplifier combination is approximately 
50 dB. Tlie higher signal-to-noise ratio is a result of the 
higher signal output of the slow-scan vidicon within its 
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5. Conclusions 

The feasibility of operating the WX30691 at slow-scan 
rates up to 10 s was demonstrated. Longer fran-e time 
operation is not practical using conventional scanning 
techniques. Although there are other versions of the 
25-mm SEC vidicon modified to favor specific system 
requirements, the performance characteristics of the 
WX30691 are typical of what can be expected from a 
25-mm SEC vidicon. Further evaluation of the resolution, 
image storage, and spectral response of the WX30691 
is in progress. 

Reference 

1. Goetze, G.  W.,  et al., Adoances in Electronics and Electron 
Physics, Report 22A, pp. 219-262. Westinghouse Electric Cor- 
poration, Elmira, N. Y, 1966. 



XVII. Science Data Systems 
SPACE SCIENCES DIVISION 

A. Digital Techniques for Generating a Time- 
Dependent Acceleration Voltage for a 

B Mass Spectrometer, M,. ~ e r l m a n  

1. Introduction 

A mass spectrometer can be used to determine the 
composition and re1ati.e abundance of the constituents 
cf a planetary atmosphere. This krticle discusses a tech- 
n-q~:e for the digital generation of the acceleration volt- 
age of such an instrument. 

The instrument first considered was a single-focusing 
mass spectrometer (Ref. l), the essential components of 
which appear in Fig. 1. The instrument portion is shown 
in its mechanical configuration, whereas the suppuit elec- 
tronics are represented by functional blocks. 

2. Instrument Operation 

The gas to be analyzed is introduced into the ioniza- 
tion chamber, where a portion of it is ionized when 
bombarded by an electron beam that is parallel tc  the 
source exit slit. The high-voltage sweep produces an 

electrostatic field that accelerates the ions through the 
source exit slit with approximately uniform energy The 
resulting ior, beam is deflected by the electromagnetic 
field of the analyzer (permanent) magnet such that, at a 
given value of u (high-voltage sweep), all ions with a 
particular mass-per-unit-charge are focused on the col- 
lector defining slit. The ion current is collected and fed 
into a sensitive 6,~erational amplifier called an electrom- 
eter. Automatic scale switching provides a large dynarnic 
range. 

.9 monotonically varying u is used to separate ions 
with different masses-pcr-unit-charge. A plot of the ion 
current versus time (resulting from a monotonically vary- 
ing u) yields a spectrogram. The location of a peak in 
time identifies the associated mass-per-unit-charge, and 
the amplitude of the peak gives the relative abundance. 

The instrument's resolution is an important parameter. 
The mass-per-unit-charge, M . / q ,  is in atomic mass units 
(amu) where the isotope ':O is taken to be 16. It differs 
slightly from the chemical scale of atomic wcights (Ref. 2). 
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Fig. 1. Single-focusing mass spectrometer 

Hereafter, the amu will be referred to as mass (m). The where 
resolution of the instrument is defined at a particular m as m + (m + i )  

m =  2 

and x and :I are time measurements. The resolution of 
the instrume~t described in this report is - 

= 2;j 
Am 1% 9 (1) 

That is, at mass 25, the instrument can distinguish peak: 
differing by one unit. 

L. 3. Parameters for Determining the Acceleration Voltage 
Curve 

a. Ion baUistics. The ion ballistics of the instrument 
in Fig. 1 ;re expressed 
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where 

R = 3.81 cm 

B = 3,780 G 

- - - rn is in amu 
9 

and o is in volts. 

Thus 

At time t, the velocity (which is proportional to o) and 
the mass, M / q ,  of the ions determine its radius of deflec- 
tion, which must be 3.81 cm, to be focused on the 
collector-defining stit. An accelerating voltage that decays 
exponentially can be approximated by the discharge of 
a capacitor through a resistor. The ' . width of the ion 
peaks over the entire mass range are nearly the same for 
the exponential accelerating voltage, 

v(t) = v(o) exp (- +) 
Unfortunately, ion peaks will not appear linearly sep- 
arated in time as indicated by 

A linear separation of ion peaks, with respect to time, 
is desirable when interpreting a spectogram. The form 
required for m(t) is 

Thus 

The hyperbolic I!..:., inverse) acceleration voltage ex- 
pressed in Eq. . I )  cannot be as readily generated by 
analog methods as the exponential. 

Unlike the exponential case, the base width of the ion 
peaks varies directly with the amu interval. 

b. Mum range. The mass range is 10 to 45 for the 
instrument in question. Thus, v(t) must vary frnm 1000 
to 222.22 'r' (a lower limit of 220 volts is actually used). 

This places the ion peak associated with mass 45 within 
the spectrum. 

4. Hyperbolic Curve Generation us in^ Digital 
Techniques 

a. The derivation of successioe decremented & volt- 
age levels of fixed duration. The calculus of finite 
differences (Ref. 3) yields the discrete relationships 

and r is an integer. From Eq. (8), where 42' - 1) = 
220 v. 

mi: quantization required for o in quanta. is 

U(U! R =  1 [2' (ah + 1) - (& + l ) ]  [;i + 11 
ho (2' - 2) a 

Where ao(k) is the forward difference, 

Note that Au(2' - 2) is smallest change o undergoes. 

voltage quantization - R 
time quantization - 2' 

R (a^-t-1)2 
- e d  

2. -7 = 5.8 for r 2 5 

Thus, if time is quantized with r bits (r 2 S), voltage 
must be quantized to r + 3 bits to recognize ~ u ( 2 '  - 2). 
(See Fig. 2 for an illustration of this method.) 

Time is quantized by means of a feedback shift reg- 
ister (FSR) operating synchronously with a constant 
clock frequency. The 9-stage FSR is cycled through 512 
internal states. The assertion outputs of the 9 stages 
represent a 9-bit non-weighted code. A %level diode 
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MEMORY x , - . - x ,  = 9-b i t  NON-WEIGHTED time. This program .iras the only one found that coilld 
CODE 

Z, ... z , ~  . 12- bit WEIGHTED CODE handle the 12 Boolean functions of 9 variables. It has 
since been improved, particularly for the approximate 
minimum cover options. Further runs will be made with 
the improved program. 

b. The derivation of mccessioe and equally dew8 
mented dc voltage levels of varying duration. In this 
method, u(k) n the independent variable. Thus 

u(k) = 
loo0 

"t(k) + 1 
2' - 1 

I (NON-WEIGHTED~ I DIGITAL-TO- I I SHIFT REGISTia TJ WEIGHTED ANALOG 

I 
I I CONVERTER I 

TRANSLATOR ------ i L---J L---J 

Fig. I .  W, perbolic curve generator with where 
time quantization 

780k 
v(k) = l(loo + (2, - 1) fork = 0,1, - . a ,  2' - 

and-or matrix with 12 outputs translates the 9-bit non- 
1, 

weighted to a 12-bit wcighted (positional) code. The 
12-bit representation is converted to a dc voltage level and r 1s an integer. Therefore 
proportional to the magnitude of a 12-bit binary number. 
This is the function of the digital-to-analog converter. 780 
The 1000- to 220-V hyperbolic sweep appears at the W k )  = 2' .- 1 
output of the higll-voltage operational amp:ifier. Suc- 
cessive decremented levels of a fixed durdtion appear at 
the output of the digital-to-analog converter. 

The number of diodes in the and+ matrix, which A 22 
2at(O) = - 1 

represents the 9-input/l%output truth table in disjunc- lo0 (2' - 1) 
tive canonical form, is 4608 for anding and 3054 for oring, 
Or a of 7662 diodes. A silicon-On-sa~~hire micro- Note that the quantum at &t(O! must be halved to ensure 
electronic implementation of the diode and-or matrix is that ho successive one levels are separated by a zero 
currently under test (see SPS 37-47, Vol. 111, pp. 169-174). level. Thus 

A minimization Frogram based on J. P. Roth's extrac- 
A 

tion aigorithm (Refs. 4, 5, and 6), which is applicable to 
11 at(0) = - 1 
loo (2' - 1) 

single-output Boolean functions, has been written for the 
IBM 7094 general-purpose computer. This program in- 
corporates a tr;msformation for handling multiple-output The required time quantization is 
combination logic. An n-input/m-output problem is 

A 

transformeu into an imaginary (m + n) inputhingle- t(2' - 1) - lOO(2' - 1) 
Rt = 

output problem. The minimization of the single-output At@) - 11 
function yields the minimization of the simultaneous 
Boolean functions representing the original multiple- 8 < - < 9 . 1 f o r r > 4  f i t  
output problem in %level a m h r  form (see Ref. 7). 2' - 

The minimization program was used to find an ap- Thus, if voltage is quantized with r bits (for r 2 4), then 
proximate minimum cover. A reduction of 738 diodes, or time must be quantized with r + 4 bits to recognize 
9.6%, was realized in 4 h 12 m of computer running ht(0). For 512 equal changes in voltage results, from 
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deriving 512 unequally-spaced clock pulses to decrement are required to recognize hv(30). Thus 
a bina* counter, 

A 

-- t(512) - 4638 quanta 
At@) 

255 
for k = 0,1, - . ., 31 v(k) = 39 k -- 

11 31 'l 

The 14-stage FSR in Fig* 3 cycles through 4839 states The largest 8-bit binary number, 255, is used to repre- 
out of a possible 8192 states. The remaining states are sent Im V, The feedback function for +he i-stage 
treated as "don't cares." The 2-level diode and-or selec- FSR is 
tion matrix converts 512 of the 4639 thirteen-bit repre- 
sentations of internal states to timing pulses. The timing 
pulses are properly spaced in time such that the binary 
counter, which thry decrement, sequelices through bi- where denotes the excltuive-cr, prime e) 
nary representations of a hyperbolic curve. complementation and and is denoted by juxtaposition. 

MEMORY x , .  . e x l 3 =  13- bit NON- WEIGHTED 
CODE 

z, ... zg = 9 -  bit WfilGHTED CODE 

' I  
AMPLI - I  FlER 

I I I I I  I I  I 
I I I 

FEEDBACK I SHIFT REUSTER 

L - - - - 1 L")ILRRIX _j L 1 _IoNVERT% -- 
Fig. 3. Hyperbolic curve generator with 

amplitude quantization 

The number of diodes in the a n h r  matrix, which 
represents a 13-input/single-output truth fable in can- 
onical form, is 6656 for anding and 512 for oring, or a 
total of 7168 diodes. This is 494 tewer diodes than needed 
in the (canonical) 9 X 12 matrix discussed previously. 

The single Boolean function of 13 variabies has not 
yet been subjected to minimization. A higher percentage 
of diode reduction than that for the 5 X 12 matrix is 
anticipated where Muller coding (i.e., multi-output to 
single-autput transformation) introduces new prime im- 
piicants in addition to expanding the number of inputs. 

5. Examples of Hyperbolic Curve Generation with 
2Wuanta 

The Boolean variable ak-i represents the state of the 
ith stage at clock-pulse interval (CPI) k. Successive in- 
puts and outputs of a 5 X 8 matrix appears in Table 1. 
N ~ t e  that  ak-, has been replaced by xi. A plot of 
Z = 2, Z2 ... Zs in decimal versus k appears ir! Fig. 4. 

The 8 Boolean functions of 5 variables were minimized 
simultaneously under an approximate minimum cover 

a. Sucr Ave decremented dc voltage leveb of F e d  Fig. 4. Output Z (prior to  amplification^ in volts 
duratiou. Since time is quantized with r = 5 bits, 8 bits vr t Ik) = k 
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Table 1. Nonweighted-to-weighted code translator 

option In Table 1, 10000 is the initial state and the 
singulw state 00000 is the terminal state, which remains 
unf!" tne first stage is set (i.e., x, is made a one). This 
initx- state yielded the best minimmn cover of all the 
possib!e 32 initial states. The efiect of using a different 
initial state is to cyclically permute the input states rela- 
tive to the fixed output states. A total of 293 diodes is 
associated with each of 32 canonical truth tables. A re- 
duction of 119 diodes or 40.6%, was realized wit\ 1000 
as an initial state. The initial state of 10101 yielded 
the smallest reduction (67 dides, or 22.8%). Each of the 
mi:, nization runs required less than 2 min of IBM 7094 

computing time, including pre-processing, extraction, and 
post-processing t h e .  

b. Succeudoe and equally decremented dc coltage 
levelr of uarying duration. Since voltage is quan9ed 
with r = 5 bits, 9 bits are required to generate ~ t (0 ) .  
Thus 

where 

ulk) = 1000 - - 780k fork = 0,1, a * . ,  31 
31 

Thus, thiity-two Sbit combin~tions are to be selected 
frcm a total of 276 successive states (or 275 time inter- 
vals) of an FSR. 

represents time quanta. The brackets denote the in- 
teger portion of t(k). 

The feedback function for the 9-stage FSH is 

The FSR will cycle through 276 of a possible 512 states. 
The remaining states are treated as "don't cares." The 
word detector :Y may also he used to inhibit the clock, 
thereby holding the FSR in :,tate 376, corresponding to 
220 V, or the end of the highvo1t~c;e sweep. 

The thirty-two 9-bit combinations and the corrcspond- 
mq t(k), for which a 9 X 1 matrix will furnish a time 
pulse to the binary down counter (Fig. 5;, appear in 
Table 2. The output of the counter Z = 2, Zx -.. Zs is 
represented decimally where 31 corresponds to 1000 V 
and il corresponds to 220 Y. 

l 'he number of diodes in the a& matrix, which 
represent the 9-input, single-output truth table of 
'Tablo 2, is 288 for anding and 32 for oring, or a total 
of 320 diodes. Of the possible 276 states, 1101O1011 was 
used as an initial state in forming Table 8. A reduction 
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of 144 diodes, or 45%, was obtained when minimized 
under an approximate minimum cover option. The total 
running time was 0.67 min. 

Since this solution (176 diodes required) was compar- 
able to the best solution found for the method in 
Subsection 5s (174 diodes required), no other initial 
state was tested. 
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Fig. 5. Output X (prior to amplification1 in volts 
vs r lk)  in quanta 

An 8,192blt woiVen plated-wire memory has h e n  de- 
veloped for JPL by the Librascope Group of General 
Precision Systems, Inc., for use in the entry data system 
of the Capsule S y s t e ~ ~  Ad-~ati'cd Development (CSAD) 
program. Thz plated-wire 5i~ck was built in a flight rdQ- 
figuration by Librasccqpe, but the electronics for the 
memory wdie built in breadb~ard form by JPL using 
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designs submitted by Lihrascope. Two stacks were man- 
ufactured: one for use with the breadboard electronics, 
and the other for testing the effects of steriii~~tion and 
shwk environments. 

Prior to the CSAD propam, a pmgnm had h e n  
undenvay at JPL for the dcvtlapment of a Imv-power, 
nondestructive readout, plated-wire memory. A contract 
had been let tu Libramp, a breadboard mdel  pm- 
d u d ,  and a flightqualified engineering model \\?as to 
be delivered by the e.ld of F'Y6'3. A description of this 
memory is given in SPS 37-45. Vol. I\', pp. Sd%. This 
memory war; to have had a capacity of 20,450 bits, 1,024 
words of 20 hits each. Data transfer into and out of the 
memory was serial, i.e., one hit at a time. Addressing, 
however, was racdom a w s s  by %-bit word. An internal 
bit munter controlled which of the HI bits u a  kir ,: 

When t h ~  re~uiremenk for the CS.4D memory b- 
came knmn, it was decided to modify the existing eon- 
tract and p d u w  a mernov compatible with this new 
project. The memory size was changed to 8,192 bits, with 
each b~: random accessible, and the electronics were 
redts ipd in order tu more fullv utilim intep-ated cir- 
cuits. Power requirements wen: r e l a d  in order !Q make 
this utilij?a?:on more feasible. 

The functional characteristics of the memory are given 
in Table :3, The memory operates in the non-destructive 
readout (NDRO) mode, and can tsansfer data at 100.000 
bitsrs. The memory q u i r e s  LBO mlV of power on 
stand-by, 1 W when writing at 100.W bitds, and 
84M mEV when reading at 100,000 bitsis. 

3. Woven Plated-Wire Stack 

a. C m d  dkmiption, The woven plated-wire stack 
is shown in F i g s  6 and 7. The stack consists of a single 

-- =-- . -* --%. - -\.-... 
% - 

-&>- 

I-.. . ->-. 

Fla. 6. 1 op of plated-wits stuck 

IPL SPACE PROGRAMS SUMMARY 37-51, YOL. Ill 



Tobfr 3. Memory charaderisticr mat consists of 64 plated digit wires (shewn mnning from 
front to rear in Fig. 61, and 64 word coils (running hori- 
zontally). The intersection of a digit wire and a word coil 
form a bit location. Woven along with the 84 plated 
wwes are 16 unplated wires used as return l ines4ne 
reiurn line for every 4 plated wires, The 4 rows of diodes 
on either side of the mat provide decoding for the word 
coils. The 2 rows closest to the mat provide decoding for 
thl word coils in the mat on the top of the printed circuit 
board, and the 2 outer rows provide decoding far the 
word coils in the mat on the underside. 

hP=b 

S)omg. 6.mmt 

Addrsnlnm 

The stack is coated with a polyurethane resin. Mi- 
thane 113. This encapsulant provides the necessary ad- 
hesian to ensure that the mats are securely bonded ro 
the print& circuit hoard, and yet provides sufEcient 
iiexihility to allow for cmtractim and expansion of the 
plated wires. Strain relief for the plated wires b provided 

8,192-bit plane. On either side of a Mayer printed circuit by small coils of magnet wire located at the front of this 
bard are two 4,096-bit mats. The printed circuit board mat. At the rear of the mat are plated-through holes 
rneasum 5% X 6% x % in., and the mats are 3% X 216 that connect each plated wire to the corresponding plated 
in. The top of the plane is shown in Fig. 6. The 4,Wbit wire in the mat on the underside. Figure 7 shows the 

- 

B,192 bik 

P1ut.d wirm 

Ronda. a- by bit 

i Fig. 7. Undersfdm d pktsd-wire shck 
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underside of the plane. At the rear of the stack are 
the plated-through holes coming from the other side. 
At the front of the mat, the plated wires and unplatcd 
wires are bused together, and strain relief is provided. 
Along the ec'ges of the p r i~  ted circuit board, the Soli- 
thane 113 has been removed. In a flight configuration 
the stack would be bonded along these exposed surfaces 
to the web of a blivet. A recess would be provided in 
the center of the web to accept the mat. 

b. Weaue. The 4,096-bit mats are woven on a textile 
loom with 9-mil unplated wire as the warp and No. 41 
AWG magnet wire as the woof. In the loom, the 9-mil 
unplated wires are held parallel (40 mils center-to-center). 
Alternate wires are raised, and the magnet wire is 
threaded through. One continuous strand of magnet wire 
forms a word coil. As shown in Fig. 8, a word coil con- - 
sists of two loops of wire at each bit iocation. \Vord 
coils are separated by strands of magnet wire that form 
spacers. Alternate word coils are terminated on oppocite 
sides of the rn-' 

Once the weaving process is completed, the mats are 
taken from the loom and hand-soldered to the printed- 
circuit board, at which time 64 of the 80 unplated wires 
are removed and replaced with 8 mil magnesilim-copper 
wire plated with permalloy. The 64 plated wires become 
the digit lines, and the 16 remaining unplated wires 
become the return lines. 

c. Operation. The magnetic action of the plated wire 
is described in SPS 37-45, Vol. IV, pp. 2-3&B1 and will 
only be summarized here. 

WORD COIL B - 
PLATED 

DIGIT 
WIRE 

WGRD COIL A 

Fig. 8. Word coils 

The plated wires are formed by electroplating a thin- 
film of pcrmalloy onto 8 mil magnesilir. ~ o p p e r  w.. . ' 
the presence of a circumferential magnetic field. Thus, 
under quiescent conditions, the magnetization vectors 
along the wire lie in one of the two "easy" circumferen- 
tial directions. 

In order to write into the memory, a current is directed 
through one of the word coils. In that portion of the 
plated wire endosed by the word coil, the magnetization 
vector is rotated until it is just short of being in the axial 
direction. A current through the plated wire then "tilts" 
the magnetization vector so that when the word current 
is removed, the vector will rotate back to the circumfer- 
ential direction desired. Circumferential magnetization 
represents a one in one direction, and a zero in the oppo- 
direction. 

Data is read out of the memory by applying a word 
curlent only. This current causes the magnetization 

.<tor to a g ~ i n  rotate just short of the axial directim. As 
the vector rotates, it causes a small voltage of a given 
polarity to appear at the ends of the digit line. Detectior. 
of the pvlarity of this signal determines whether a one 
or zero was stored in that bit location. When the current 
pulse is removed, the vector rotates back to its original 
position and the data is retained for future access. 

4. System Design 

a. Block diagram. The block diagram of the complete 
system, plateci-wire stack plus associated electronics, is 
shown in Fig 9. The external signals are indicated by 
small circles in the figure and include the input and 
output signals, and the supply voltages, given in Table 3. 

b. Initial operution. The operation of the memory 
begins with a 2 p.s clock pulse sent to the memory from 
the data system. This clock pulse is received by the tim- 
ing generator, initiating an 800 ns countdown. During 
the countdown, switched voltages (SVs) 1, 2, and 3 are 
turned on to provide power to various portions of the 
memory electronics. When the countdown is completed, 
the tinling generator checks to see that the clock pulse 
is still being received. If so, the timing generator then 
initiates either a write cycle or a read cycle, depending 
on the condition of the read/write line into the memory. 
In either case the data output flip-flop in the read ampli- 
fier is reset to zero. 

c. Read cyck. If the rdad/write line is high, then a 
read cycle is initiated after the 800 ns countdown. The 
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Fig. 9. Memory system block diagram 

ADDRESS LINES (1-3) 

SV 3 4 3  INVERTERS 1 

word-pulse generator causes a 160 ns, 400 mA pulse to 
pass into one of the A switches, through a word coil in 
the stack, and out one of the B switches. Address lines 
1 through 3 select which of the eight A switches is turned 
on, and address lines 4 through 7 select which of 4he 
sixteen B switches is turned on. The word pulse causes a 
"readback" voltage co appear on all 64 plated-wire digit 
lines. The transformer selection matrix determines which 
of these 64 signals reaches the read amplifier. This ma- 
trix consists of 64 transformers, one for each of the 
plated-wire digit lines. Address lines 10 through 13 select 
one of the C switches, and address lines 8 and 9 select one 
of the D switches. The combination of C and D switches 
select one of the transformers in the matrix. The trans- 
former that is so selected allows the signal from its cor- 
respcmding digit line to be passed through to the read 
amplifier. The read amplifier then takes this signal 
(typically 6 mV) and amplifies it. The timing generator 
and timing logic generate a strobe for the amplified 
readback signal. If the readback signal has a positive 

VOLTAGE 
SWITCHES 

polarity at the time of the strobe, the data output flip- 
flop in the read amplifier is set to a one. If the readback 
signal has the opposite polarity, the data output flip-flop 
remains reset to zero. The output of this flip-flop be- 
comes the data-output signal from the memory. 

-sv I 
8 A  

-SV ADDRESS LINES (10-13) 
SV  I - 

SWITCHES 

-SV 3 

d. Write cycle. If the read/write signal is low, the 
memory initiates a write cycle, employing a bipolar 
write scheme, after the 800 ns countdown. For example, 
if a one is to be written into the memory, a zero is first 
written followed immediately by a one. This method 
ensures that an equal number of ones and zeros are 
written into every bit location in the memory, thus re- 
ducing the possibility of "creep" in the plated wire. 
(Creep is the enlargement of an area of magnetization 
caused by repeated writing of data of the same polarity 
into a given bit location.) 

t Y Y Y Y  
sv 3 4 4  INVERTERS] MEMORY STACK : BK 

r 

S V 2  - @I 1 128 DIODE MATRIX 

TIMING CLEAR DATA 
GENERATOR -) FLIP-FLOP @I 4 X I6  DIGIT 

16 C SV I - SWITCHES 
- 

SELECTION 
MATRIX 

S V 2  4 -DT I 
DATA RETURNS 
INPUT TIMING -0T  0 

READ/ -WORD PULSE TIMING 
WRITE- 

. 
3 STROBE 

I - - 4 D + 15V 

+ 5v- 

-3v- 

GENERATOR 

ADORESS L INES(8 ,9 )  ADDRESS LINES (4-7)  

WORD PULSE 
TfMlNG 

STROBE 
NUMBEfiS WITHIN BOXES REFER TO 

THE NUMBER OF SIGNAL LINES 

In order to write data into the memory, a 94-rnA cur- 
rent pulse is drawn from one of the C switches, through 
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the primary of one of the ~ransfomers in the selection 
matrix, thmugh one of the D switches, and down to the 
digit current sink. A 94-mA current is then induced in 
the secondary of the sclecterl tcansfonner. The polarity 
of this current is deteminerl by the data to be written 
into the memory. This cumnt flows thmugh the cor- 
responding digit Tine, and i ts associated return wire, a1.d 
lasts for about 320 ns. During this time, the word pulse 
generator is activated for 160 ns. The coincidence of the 
word pulse and the digit cwrent causes data to he 
written into the correspnding bit of the memory. Be- 
cause of the bipolar \r,rite scheme used, however, the 
data that has heen written is the complement of that 
desired. A digit current pulse of the apposite polarity is 
immediately initiated and the word pulse is  repeated, 
writing the correct data into the memory. 

e. Return to Janrfby. After either the read or the 
write cycle i s  completed, the memory turns off SVs 1. % 
and 3, reduring power to standby mode. The Wing 
generator then waits for the next clock pulse in order to 
re-initiate action. 

5. Tesf Results 

a Stack teak  Before delivery fmm the contractor, the 
two starks were tested using the following procedure for 
each bit in the plane: 

(1) A zero was written into a bit location 1600 times, 
using a word current 5% highcr than nominal and 
a digit current 10% higher than nominal. 

(2) A one was written into the sarrle bit location once, 
using a word current 5% less than nominal and 
a digit current 10% less than nominal. 

(3) The digit currents used tr write the original zero 
were repeated leOO times, then the word currents 
were repeated 11300 times. Since the digit cur- 
rent and word currents never coincided, the data 
should not have changed. 

(4) The data was then read out of the bit location on 
an oscilIoscope. If the polarity of the signal did not 
correspond to a one, or if the output signal was 
less than 2 mV, the hit was recorded as question- 
able, 

(5) The procedure was repeated for data of the oppa. 
site polarity in the same bit location. 

The first stack was tested only at 25OC. A b u t  80 bits 
on the top and 80 bits on the underside of the plane 
were questionabIe-+5ther low voltage or inmrreck po- 

lariry, With the mcqtion of two wises on the underside, 
the vast majority of the e m s  were in those wires near 
the edges of the mat. The nature afid location of the 
errors indicated that the word currents flowing in 
the printed circuit bard were interfering with the read- 
out signal. The etched lines that carry the word currents 
are parallel to the digit Iines, and only ahout % in. from 
those lines on the edges. 

The semnd stack was tested at -3, 25, and 90°C. 
The nomind c m n t s  used at the various temperatures 
are as follows: 

The number of questionable bits remained much the 
same over the three temperahrres-about 90 on the h n t  
and 30 on the back As with ~e first stack, most of the 

Flg, 10. Syskm brmdboard 
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errors occurred near the edges of the mats. The output 
voltage, however, did vary with temperature. At -20°C 
the average ouiput was about 4.0 mV, at 2S°C it was 
about 5.5 mV, and at 90°C it was up to about 7.0 mV. 

The second stack will be subjected to an environ- 
mental test program that will include sterilization, shock, 
and vibration. After each test the electrical performance 
will be monitored to detect any degradation. 

The errors in both stacks are well understood and 
could be eliminated by redesign of the printed-circnit 
boards. However, because of the limitations in funds 
and the pressures of the CSAD schedule, it was decided 
to accept the stacks without further modification. When 
the memory breadboard was operated as part of the 
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Entry Data System of CSAD, those plated wires with 
bit error; were not used for storage. The remaining 
capacity of the memory was sufficient for CSAD require- 
ments. 

b. Breadboard tests. The plated-wire memory bread- 
board shown in Fig. 10 consists of the first stack (the 
lower left-hand corner) plus the associated electronics. 
The total parts count, including the diodes on the stack, 
is 717. The system was tested only a? 2S°C and, in gen- 
eral, operated properly. As expected, there were bit errors 
in the plated wires along the edge: of the mats-a?)out 30 
on the front and 40 on the back. 

The breadboard memory will be used for temperature- 
margin and extended-life tests. 



XVIII. Lunar and Planetary Sciences 
SPACE SCIENCES DIVISION 

A. Scattering in the Twilight Atmosphere 
of Venus, K. D.  Abhyonkor 

1. Introduction 

Earlier computations of the scattering of light in the 
atmosphere of Venus madt by Horak (Ref. 1) and Harris 
(Ref. 2) had shown that the observed visual brightness of 
Venus at phase angles greater than 120 deg exceeds the 
predicted theoretical brightness for isotropic and Rayleigh 
scattering phase functions (Fig. 1). The objective of this 
work was to test whether all or a part of this discrepancy 
could be caused by the neglected effect of sphtricity of 
the Venus atmosphere as suggested by Harris. 

2. Computational Factors and Results 

ordinary plane parallel technique. In this procedure, de- 
scribed in detail elsewhere, the disk of Venus is divided 
into four partly overlapping regions, each of which is 
illuminated in a different manner. The excess flux con- 
tributed by the twilight atmosphere is then easily com- 
puted by using the available tables of scattering functions 
for plane Rayleigh atmospheres of different optical thick- 
uesses due to Coulson, Dave, and Sekera (Ref. 3) and 
Sekera and Kahle (Ref. 4). The Rayleigh scattering op- 
tical depths required for this purpose were derived from 
two models of the Venus atmosphere; one was the stan- 
dard model of Kaplan (Ref. 5), and the other was a new 
extreme model quite similar to Kaplan's but more con- 
sistent with the recent data obtained from Venera 4 and 
Mariner V measurements. The latter model (Table 1) is 
cooler, denser, and more compact than Kaplan's model. 

By an appropriate geometrical consideration, which 
obviates the usual necessity of approximating each ele- The total fluxes at various phase angles were computed 
ment of the spherical atmospheric shell by a plane par- for three wavelengths: V (5550 A), B (4550 A), and 
allel slab, it was possible to resolve the problem of U (3700 A). The computed phase curves for the V wave- 
scattering by the spherical twilight atmosphere into a length (Fig. 1) show that Rayleigh scattering alone is not 
series of separate problems that can be treated by the sufficient to account for the excess observed brightness 
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C COMPUTED (KAPLAN'S MODEL) 

PHASE ANGLE a.  leg 

Fig. 1. Visual phase cunes of Venus 

at large phase angles. The main contribution to the ub- 
served brightness of Venus at inferior conjunction must 
be concluded to have come from particulate or condensate 
matter that scatters about one order of magnitude more 
efficiently in the forward direction than a Rayleigh 
scatterer. 

To determine the possible nature of the scattering 
particles, the efficiency factors for V, B, and U wave- 
lengths were obtained by combining the visual observa- 
tions of Danjon (Ref. 6) and B-V, U-B colors measured 
by Knuckles, Sinton, and Sinton (Ref. 7), and comparing 
them with the computed brightness in the three colors 
at inferior conjunction. They were found to be 6, 10, and 
17 for V, B, and U, respectively, in the case of the new 
model, and 2, 4, and 7, rkspectively, for Kaplan's model. 
The variation of the efficiency factor with color is caused 
partly by the variation of the phase function of the par- 
ticles with wavelength and partly by the variation of their 
extinction coefficient with wavelength. From the scatter- 
ing functions of water drops given by Deirmendjian 
(Ref. 8) for his haze model M, and from the extinction 
coefficients for dielectric particles tabulated by Penndorf 
(Ref. 9), it was found that the above efficiency factors 
were consistent with a haze model consisting of water 
drops of 0.1- to 1.0-pm radnrs, assuming a haze thickness 
q ' "9 km. For both models of tlre Venus atmosphere con- 
s l ~ c  1 here, the total amount of water in a column of 

*: 
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Table 1. New ertreme model of Venus atmosphere" 

1-cm2 cross section above the lowest layers visible at 
inferior coatjunction (above the height of 30-3 km) comes 
out to be close to g/cm2; i.e., about 0.01 pm of pre- 
cipitable water above that level. This amount of water 
is too small to be detected by spectroscopic means. The 
total amount of water in the line of sight at inferior con- 
junction would be about 0.5 pm. 

H*Ight, km 

0 
5 
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100 
110 --- 
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3. Atmospheric Contribution 

The curves in Fig. 2 indicate the relative contributions 
I ,  of the various layers of the atmosphere to the bright- 
ness of Venus at inferior conjunction. It is seen that the 
contribution to visible radiation (V, B, and U) comes 
mainly :I cm the layers between 3ic and 55 km in the new 
model and f- ,;.I 35 to 90 km in Kaplan's model. In both 
cases the densities in the effedive layers range from 
2 X to 2 X g/cm3; the larger contribution in 
Kaplan's model is due mainly tu the larger geometrical 
depth of the ekct ive layers. It is also seen that in both 
models the V, B, and U radiations come from successively 
higher layers due to the increase of the scattering co&- 
cient From V to U. The range in height between V and U 
is about 10 km in the new model and about 24) 'm in 
Kaplan's model. However, the geometrical thickness of 
the contributing layers is approxinlately the same for 
all the three colors, about 15 km in the r n w  model and 
about 30 km for Kaplan's model. These values arc in 

Tomp*rotur*, 'K - 
550.0 
5U3.0 
456.0 
409.0 
362.0 
315.0 
268.0 
221.0 
2 19.0 

Pmstur*, dyn/cmS 

2.20X 10' 
1.53 X 10' 
1.01 X 10' 
6.44 X 10. 
3.87 X 10' 
2.16X 10' 
1.08 x 10' 
4.92 X 1 d  
1.85X ld 

Donsify, gltm" 

2.00 X 10.' 
1.52 X lo-' 
1.1 1 X lo-' 
7.89X 10." 
5.36 X 10.' 
3.44 X 10.' 
2.03 X 10.' 
1.12X 
4.25 X 10.' 
1.57 X 10" 
5.64 X lo4 
1.97X 10.' 
6.90 X 10.' 
2.42 X lo-' 
8.45 X 10.' 
2.?8 X 10.' 
9.51 X lo-' 
3.18 X lo-' 
1.05X lo-' 
3.67 X lo-' 
9.59 X 
0 

41.6. 

6.79 X 10' 
215.2 217.1 j 2.42X 
213.3 
21 1.4 
209.5 
207.6 
205.7 
204.8 
201.9 
200.0 
210.0 
220.0 
- 

8.40 X Id 
2.91 X 10' 
1.01 X 10" 
3.53 X lo2 
1.18 X 10' 
3.89 X 10' 
1.28X 10' 
4.21 
1.285 
0.421 
- 

= 85% COJ, 15% N, Maon molaculor waicht= 



good agreement with the minimum thickness of 15 km 
derived by Schilling and Moore (Ref. 10) from the ob- 
served cusp extensions of Venus. 
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Fig. 2. Contribution of various atmospheric layers 
to brightness of Ven~cs at inferior 

conjunction (a = 180 dog) 

B. Water Vapor Variations on Venus, R. A.  .tuhorn, 
1 .  D .  Gray, E. 5. Barker.' and R. C. Moore2 

, i n  extensive series of spectroscopic observations of 
\'enus in the 8300-.9 H,O band \\.as carried out during 
1967. The purpose of this study was to try and reconcile 
the conflicting estimates of the water vapor abundance 
"above the cloud;" of Venus by a homogeneous set of 
observations covering a large range oi phase angles, a 
long period of time, and a variety of regions on the disk 
of the planet. 

Early results in the near infrared (Refs. 1- 4) gave values 
of IC* (the amount of precipitable H,O in a vertical col- 
umn through the atmosphere of Venus "above the 
clouds") ranging from 52 to 222 pm of prcxipitable H,O. 
More recently Belton and Hunten (Ref. 5) and Spinrad 
and Shhwl ( R  T. 6) detected doppler-shifted Venus com- 
ponents to the 8189.272-A H1O line. Belton and Hunten 
observed a small region near the center of the disk and 
pstimated the equi\.alent width of this weak feature as 
20 m .!, which corresponded to 317 pm of precipitable H,O 
in the total path ( 1 1 ~ '  = 317 pm, where is the effective air 
mass). Spinrad and Shawl, using a spectrograph slit set 
parallel to the terminator, found the 8189-A feature to 
have an equivalent width of about 15 mA at the center 
~f the disk and less at the poles. They estimated 
,pc" = 250 [tm and u* - 60 pm at the cente. ~f the disk. 
..\ later discussion of the Kitt peak data (Ref. 7) gave an 
equivalent width of 15 mA, identical with the result of 
Spinrad and Shawl. 

While Venus observations were being made at JPL, 
Owen (Ref. 8) observed the 8200-A H,O band on Venus 
and found no evidence of Cytherean H,O. He set an 
upper limit of w* < 16 pm and suggested that the faint 
8189-A "Venus" feature was a solar line. In addition. 
Connes, et al. (Ref. 9), set an upper limit of w* < 20 pm 
from H,O bands in the region 1 < h < 2 pm, whilc: Kuiper 
(Ref. 10) set an upper limit of a few nricrons of H,O from 
observations of the 1.4-pm H,O band. The low H,O limits 
at longer wavelengths do not necessarily contradict the 
larger H,O abundances derived from the 8300-A band 
(Ref. 11) but those of Owen clearly do. The results ot 
observations ai Ji'L in the 8200-A region were negative 
from April 5 through June 23,1967; however, observations 
in Novembtr and December 1967 gave positive results. 

The methods of observation and reduction used in this 
study are the same as those used previously in a stuCj 

'University of Texas. Austin, Tct.1~. 
'Rand Corpnri~tion, Santa Monica, California. 
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of H,O ab~mdance and variability on Mars (Ref. 12). The 
spectra were taken with the 160-cm focal lrl.gth camera 
of the 82-in. Struve Reflector Cw& spectrograph. All 
plates were ammonia-hypersensitized IV-N emulsions and 
utilized a projected slit width of U) pm. The spectra used 
in this study are listed in Table 2. 

About 30 uncontanlinated H 2 0  lines (of varying J-value) 
were inspected in the 8200-A band on each plate. Com- 
parison with earlier work at JPL on Mars and euamina- 
tion of the visibility of weak solar lines of know.1 
equivalent width in the vicinity of strong terrestrial H . 0  
lines show that Cytheresn lines with equivalent widths 
of >8 mA for the 4-.4/mm spectra and >4 mA for the 
2--4 mm spectra should be detected. 

None of :hc blue-shifted spectra showed any trace of 
Venus H,O iines. Xegative results on the 5176.975-A 
H,O line and the particular case of q = 4 will be used 
tc compare these results with those of Spinrad and Shawl 
and Owen. According to Rank, et al. (Ref. 14). the in- 
tensity of the 8176.975A line IS s,, = 0.07'7 (cm-m-atm)-' 
(almost exactly the same as the intensity of 8189.272). 
This intensity leads to an upper limit of a* = 16 pm for 
the 2-A,.'mm plates and w* = 32 pm for the 4A1mm 
spectra of this study. These upper limits are consistent 
with Owen's limited simultaneous observations and 
Kuiper's 1.4- and 1.9-,.~m results dunng the same period. 

In contrast, all of the red-shifted spectra from Novem- 
ber and December 1961 show positive e\idence of 
Cptherean H,O features, which appear weaker at the 
poles than at the equator. The Venus features appear 
only near the suorgest lines of the 8200-A band; i.e., 
5164.54, 8169.995, 8189.272, 8197.704, 92226.962, and 
8B2.024 A (all of which are low $-value lines). In fact, 
the visibility of the Venus lines is strictly proportional 
to the strzngth of the corresponding terrestrial lines 
(Ref. 15). 

The 8189-, 8164, and 8226A Venus H,C liqes have an 
estimated equivalent width of 8-10 mA on the plates 
used for this study (evidently the solar line near 8189 A, 
suggested by Owen, did not affect these measurements). 
This compares with 15 mA for the 81894 feature esti- 
mated by Belton and Hunten in 1965-1966 and Spinrad 
and Shawl in 1964 and the upper limit of 4 mE. set by 
Owen and JPL observers earlier in 1967. Ebidently the 
water vapor "above the clouds" of Venus varies with 
time. If 7 = 4 is adopted for comparison purposes, it can 

i be found that w* = 3 0 . 4  pm of precipitable H20.  
: 

Table 2. Venus H,O obsewations 

Datr, 1967 

L 

Apr 5 
Apr 26 
Apr 27 
Apr 28 
Apr M 
Apr 30 
May 1 
May 1 
May 1 
Moy 1 
May 1 

111 

Ill 
111 

111 
111 

111 
111 
111 

111 
111 

111 
111 

I May23 
May 24 
May 24 
May 29 
Jun18 
lun 19 
Jun 19 
JUII 19 
Jun 22 
Jun 23 

I '?lonetoc*.tric argle h.hm sun argd wrth.  I 

Blucshiftd spwtra 

Omtins' 

- 

Red-shifted sp.ctm 

( 'DOPP~.~ shift accordine lo  Nimhout and Potrio (Ref. 13). 1 

Ill 

Ill 
111 

111 

1 I 
I 

I 

I 
111 

I 

"Pasition o i  s p o c t ~ ~ a p h  slit on illum~natod d i ~ k  of VCIUI: 1 = PI* to pol* near 1 
terminator; 2 = p m l ~ m l  to 1, but n w r  limb: 3 = parollel to .qualor n ~ u r  South 

Pol*; 1 = pamllol to .q.#otor thraush rub-wrth win?; 5 cmmllol to .quator 

n w r  North rotm. 

I 

i, dqb 

I 

2 
1 
1 
1 
1 
4 
1 
1 
4 
2 
1 

2 

1 

1 

1 
\ 

The modem observations of H 2 0  on Venus are compikd 
in Table 3, including the recent positive result of ~uiper .  
The evidence presented in Table 3 seerrs to argue strongly 
for a real variation of the observable Cytherean water 
vapor, although there is no recognizable pattern to the 
variations in the available data. 

*Dispersion at 8100 A. 1 . 1  Almm for srotino I; 2.1 A:mn for smtinp Ill. I 

No* ' ' 

N 16 
D e c  11 
3 e c  12 
Dec 12 
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*, A, 

I 

I 
I 

I 

I 

87 
86 

Position of 
slit" 

D e c  12 I 

Dec 17 I 
I 

Doc 18 I 

I 

I 

I 

I 

D e c  20 I 

f 0.352 
f 0.352 

73 + 0.339 
2 1 fO.338 
72 + 0.338 

+ 0.338 
70 72 I i-0.318 
70 ' i-0.318 

I 159 ' f0.317 
69 1 i-0.317 

69 1 70.317 

69 i-0.316 

i-0.316 

68 +0.315 

68 f0.315 



The confirmation of this variation, a study of the vari- 
ation with time and phase angle if it is confirmed, and 
the confirmation of possible variations over the disk of the 
planet are obvious questions to be solved by further 
observations. 
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Table 3. Estimates of H,O abundance in a vertical column "above the clouds" of Venus 
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Dot* 

Jun 22-23, 1959 
Feb 21, 1964 
Apr 28,1964 
Apr 29, 1964 
Nov 17,1964 
Nov 1965 
May 1966 
Jun-Jul 1966 
Apr 1967 
May 24,1967 
Jun 11,1967 
Apr-Jrn 1967 
Nov-Dec 1967 
N w  1967 

sPlanetocentric angle beW*on run and mrlh. 

bAmount of precipitabl. H a .  

WaveIm~(h H20 
band(sl, pm 

1.38 
1.13 
0.82 
0.82 
0.82 
0.82 
0.82 

l < h < 2  
0.82 
1.4, 1.9 
1.4, 1.9 
0.82 
0.82 

1.9.2.7 

i, d*g8 

90 

65 
101 
102 
5 1 
-90 

-70 
60-40 
-55 
75 
85 

52-92 
87-68 
-80 

0irwtion of shift 

Red 
Blue 
Blue 

Blue 

Red 
Blue 
Red 

Red 
Blue 
Blue 

Blue 
Blue 

Red 

Red 

IN', pnb 

70 
52-222 
60 
60 
60 

&I25 
6125 

< 20 
< 16 
-0 
-0 

<32. <I6 
30-40 
-1 

Obsewen 

Dollfus (Ref. 1) 
Strong (Ref. 4) 
Spinrad and Shawl (Ref. 6) 
Spinrad and Shawl (Ref. 6) 
Spinrad and Shawl (Ref. 6) 
Belton and Hunten (Ref. 5) 
&Iton and Hunten (Ref. 5) 
Connes, et al. (Ref. 9) 
Owen (Ref. 8) 

Uuiper (Ref. 10) 
Uuiper (Ref. 10) 
This study 
This study 

Kuiper (Ref. 10) 



XIX. Physics 
SPACE SCIENCES DIVISION 

A. Auroral Arcs: Result of the Interaction of a 
Dynamic Magnetosphere With the Ionosphere, 
G. Atk' lnson 

1. Introduction 

This article presents a theory to explain the occurrence 
of aurora in the form of arcs. The high-latitude auroral 
arcs are caused by electrons with energies of several 
thousand electron volts. These electrons travel down mag- 
netic field lines from the outer magnetosphere until they 
collide with, and excite, particles in the atmosphere. The 
excited particles then emit light, thereby giving rise to 
what is called an aurora. The occurrence of aurora at 
high latitudes is believed to be the result of the structure 
and large scale properties of the magnetosphere. The most 
baffling feature has been their tendency to adopt the arc 
structure; i.e., thin parallel sheets of precipitating elec- 
trons, greater than 1OOO km in east-west extent, a few 
hundred kilometers high, and yet less than 1 krn thick 
in the north-south direction. The average separation be- 
tween sheets is 30-40 krn; the sheets lie along the mag- 
netic field lines, which are nearly vertical at these high 
latitudes. The present theory explains this structure. 

Two basic ass~lmptions are made about the magneto- 
sphere: 

(1) There is a region in the outer magnetosphere capa- 
ble of su:~plying electrons with the required 
energies. 

(2) Thert ar ? large scale electric fields in the mag- 
netosphert , causing plasma flow. 

Both of the assumptions are consistent with most of the 
current models of the magnetosphere and are supported 
by strong experimental evidence. 

2. Structuml Thec; y 

Because of thc high electrical conductivity parallel to 
magnetic field lines, the field lines approximate lines of 
equipotential. This may sometimes require that large 
electric currents (electron flows) occur parallel to the 
magnetic field lines. An auroral arc is such a current. 

The auror:~l arc system is a regenerative or self- 
maintaining system. The current of precipitating electrons 
produces a rer$on of intense ionization in the ionosphere 
as shown in i3g. la. Such a high conductivity region in 

JPL SPACE PROGRAMS SUMMARY 37-51, VOL. 111 



(a )  EY 

?- 
V, ( FLUX TUBE 

AURORAL FLOW 
ELECTRONS 

I 

I v, MAGNETOSPHERE 
- .. -. -.. . . .- 

. c.;. : - 
IONOSPHERE -. , !' - . ., . ."+ . . ...- - , . ,  -- .a:' . . . 

vi 

+ + - E; - - MAGNETOSPHERE 

Fig. 1. Vertical section through the ionosphere and 
lower magnetosphere: la) precipitating electrons 

producing polarization electric field E,, (b) E ,  
mapping to the magnetosphere as E: 

the ionosphere produces a polarization electric field E, 
(Ref. 1). 

If the magnetic field lines are to be lines of nearly con- 
stant voltage, then an electric field E: = E, must exist in 
the magnetosphere (Fig. lb). This requires that there be 
regions of positive and negative space charges shown. 
All of the plasma in the magnetosphere is flowing in the 
x direction; the only way the region of space charge in 
the magnetosphere can remain stationary is for vertical 
electron flows (negative currents) tu occur as shown. 
Arrow 1 is the auroral arc. Thus, the precipitating elec- 
trons cause the region of high electrical conductivity in 
the ionosphere, which in turn causes the precipitation of 
electrons. 

The final downward flow of electrons (arrow 4) trig- 
gers the next arc, so that Fig. l b  is only one cell in a 
series of parallel arcs of great extent in the y direction. 

It is possible, using a few simple assumptions, to pre- 
dict the following: electron precipitation rates, ionosphere 

electron and ion densities, arc thicknesses, and distances 
between arcs. These predictions are in reasonable agree- 
ment u ith the observed values. In addition, the theo- 
agrees with recent ionosphere measurements of electr 
fields and magnetic distortions. 

3. Solution 

A set of equations has been developed that describe 
the system, and a steady-state solution has been obtained 
for the special case E,  = E:; i.e., infinite conductivity 
along magnetic field lines. The solutions are shown in 
Fig. 2. The top curve s h o ~ s  electric field variation with 
distance; the second, height-integrated ionosp:!ere cur- 
rent; the third, vertical current density; and the fourth, the 
height-integrated (in the ionosphere) number density of 
electrons or positive ions. Some of the quantities become 
infinite at the arcs because the conductivity has been 
assumed infinite. 

The solution has three main uses: 

(1) It  shows the existence of an oscillatory solution. 

( 2 )  It predicts spacing between arcs. 

(3) It  allows a more detailed study of cause and effect. 

One unexpected result was the requirement of a minimum 
average particle energy for auroral arcs to form (600 eV 
for the values used in this solution). 

Fig. 2. A solution to the infinite parallel conductivity case 
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The plots are only quantitative in the region 
0 < x < 50 km. Outside of this, the curves are intended 
to be schematic. 
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8. Rates and Mechanisms of the Gas Phase 
Ozonation of Ethylene and Acetylene, 
W. 0. DeMore 

1. Introduction 

Reactions of ozone with unsaturated hydrocarbons are 
key processes in air pollution. and also cwnstitute an inter- 
esting class of molecule-mol~cule reactions that have not 
been studied in detail. This study describes gas phase 
rate measurements on the ozonation of C,H, and C,H,. 
The results show that these two reactions, although for- 
mally similar, are fundamentally different with respect 
to detailed reaction mechanisms. Evidence has been 
found (1) that acetylene is inert to the ozonide-type reac- 
tions, which are characteristic of olefins; and (2) that 
acetylene reacts instead by a separate path, which has a 
higher collision efficiency and higher activation energy. 

2. Experimental Methods 

The reactions were carried out in a cylindrical metal 
cell coated on the inside with Kel-F grease. The cell tem- 
perature could be, lowered to any desired point by flow- 
ing chilled N, gas through copper tubing wrapped 
around the cell. In this manner the temperature could 
be controlled to within t0.2OC. To avoid temperature 
gradients due to self-heating, the gas mixtures were 
stirred vigorously with a small magnetically driven stirrer 
mounted in the cell. The 0, concentrations were about 
lo-, M, and the hydrocarbons were present in 2- to 25-fold 
excess. In most cases the mixtures were pressurized with 
argon to approximately 1 atm. For C,H,, the temperature 
range was -48 to -9S°C, and for C,H, the range was 
f 10 to -30°C. The reaction rates were measured by 
following the decay of 0, absorbance at 2537 A, following 
rapid mixing of thc! reactants. In some of the experiments 
with C,H,, aerosol formation caused a transient baseline 
shift and this interfered with the spectrophotometric mea- 
surements. Fortunately, this effect could be minimized by 
effective stirring of the reaction mixture. Also, elimination 
of the argon pressurization reduced the aerosol interfer- 

$! 

0 
@ 
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ence. Little or no aerosol formation was observed with 
C,H,. 

Most of the rates were measured under conditions 
vrhere hydrocarbon excess was moderate and were plotted 
according to the equation 

where 

[S] =concentration of C,H, or C,H, 

Since only the 0, concentration was monitored, the hydro- 
carbon concentration at any time t was calculated on the 
assumption of a 1 :1 reaction stoichiometry. The validity 
of this assump was borne out by the expecmental 
results. In a few cases where the hydrocarbon excess was 
large, the following pseudo-first-order equation was used: 

where 

k'=k [S] 

3. Results 

a. Rate measurements. Figure 3 shows C2H4 data 
plotted according to Eq. (I), for those experiments in 
which the cell was pressurized to 1 atm with inert gas. 
In general, good straight lines were obtained, although 
in a few cases aerosol formation caused some error in 
determination of the initial 0, concentration, which re- 
sulted in high intercepts. Figure 3 also shows the C,H4 
data for experiments with no pressurization. The plots 
are excellent straight lines and show adherence to Eq. (1) 
for up to at least 90% completion of reaction. The rate 
data from Fig. 3 are summarized in Table 1 and are 
plotted in Arrhenius form in Fig. 4. 

Data points from experiments with and without pres- 
a~rization, and for various concentrations of 0,, all fall 
very nearly on a straight line (Fig. 4). The extrapolated 
Arrhenius line passes through the room temperature 
point of Hanst, et al. (Ref. 1). The rates of Bufalini and 
Altshuller (Ref. 2) are somewhat higher than those of 
this study. The following rate expression was derived 
from the slope and intercept of Fig. 4. 

where k is expressed in M-I s-I. 



1 I I o PRESSURIZED TO I otm I 

t ,  min 

Table 1. Summary of rate data for the 0,-C,H, 
and 0,-C,H2 reactions 

Fig. 3. Second-order plots for Oa-C2H, reaction 
at various .temperatures 

Initial concentmtions,' 
M x 10' 

I 
0 REF 2 
Cl REF. I 

0 THIS ARTICLE. 
CELL PRESSURIZED 

THlS ARTICLE, 
CELL NOT PRESSURIZED 

I - ARRHENIUS LINE 

THIS 
ARTICLE 

--- -- 

Temperatute, 
OC 

Pressurizing 
gash 

Fig. 4. Arrhenius plot of ethylene data 

k, M.,s-, 

The rate data for C2H2 are shown in Fig. 5. In this 
case aerosol formation was not noted, and the rates gave 
good straight lines in every case. The rate data are also 
summarized in Table 1, and the rate constants are plotted 
in Arrheniw fonn in Fig. 6. The Arrhenius line from this 
study passes through the room temperature point of dadle 
and Schadt (Ref. 3), but otherwise agrees very poorly 
with the rate parameters reported by them. From this 
study, the rate parameters are 

0 I 

0.7 16 
0.626 
0.892 
0.544 
1.057 
0.728 
0.564 
0.544 
0.434 
0.462 

01 

0.308 
0.301 
0.335 
0.510 
0.355 
0.463 
0.435 

log kc,,,, = 9.5 - 10.8/2.3 RT (4) bPrn~ur* opprorimatolr 1 atm. 

0 ,-C:Ht reaction 
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Fig. 5. Second-order and pseudo-first-order 
plots of acetylene data 

b. Reaction stoichiometry. The straight line relation- 
ships obtained in the rate plots of Figs. 3 and 5 provide 
confirmatory evidence that the reaction stoichiometry 
was very nearly 1:l because the latter assumption was 
used in the calculations. At high onversions the observed 
rates would have been fairly sensitive to any deviation 
from the assumed stoichiometry, particularly in cases 
where the hydrocarbon excess was not great. In addition, 
in several experiments the hyhocarbon loss was deter- 
mined analytically after the reaction was complete. 
Within an experimental error of about 30%, the results 
agreed with the postulated 1:l stoichiometry for both 
C,H, and C,H,. 

4. Discussion and Conclusions 

The most surprising result of this work is the finding 
that the C,H, ozonaticz reaction has a much hiqher acti- 
vation energy and pre-exponential factor than the C2H4 
reaction. As shown in the following paragraphs, this sug- 
gests very strongly that the two reactions are funda- 
mentally dissimilar and do not both involve a 1,3 dipolar 
cycloaddition of 0, to a *-bond of the hydrocarbons. 

REF 3 

0 THlS ARTICLE 

THlS ARTICLE 

- ARRHENIUS 
LINE 
(REF. 3) 

\ 

Fig. 6. Arrhenius plot for acetylene data 

Rate measurements over a sufficiently wide range of 
temperatures provide an important clue to the nature 
of initial reaction structures becallse the pre-exponential 
factors derived from such measurements are related to 
activation entropies by the following equation from tran- 
sition state theory (Ref. 4, p. 199): 

e2 kT 
A ( M - =  s-l) = (RT) exp (2) (5) 

for a reaction of molecularity 2. The activation entropy 
AS: is in turn related to the structure of the transition 
state, so that in some cases a distinction can be made 
between possible structures which are widely different in 
entropy. 

Table 2 shows some possible transition state structures 
for the reactions of 0, with C2H4 and C2H,. The en- 
tropies of each were estimated by assuming that they are 
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Table 2. Possible transition state structures and is much lower than the observed 10°.M-Is-'. Instead, a 
corresponding estimated A-factors for loose, open chain structure similar to n-pentane is re- 

ozonation of C,H, and C,H, quired to explain an A-factor of the observed magnitude. 

equal to So for the hydrocarbons of analogous structure, 
and the corresponding A-factors were calculated from 
Eq. (5) .  

Two results from Table 2 should be emphasized. First, 
the experimental A-factor of 10a.W-I s-I for C,H, is in 
remarkably close agreement with the predicted value of 
l@.'M-'s-' for a cyclopentane-like transition state. This 
provides strong evidence that the .initial adduct is indeed 
a five-membered ring, rather than a four-membered ring 
as has sometimes been suggested. The low collision efFi- 
ciency of O,-olefin reactions can be explained on a col- 
lision theory basis in terms of a strict steric requirement 
for ring formation. 

A. M 'I ' 

lod ' 

1 0" 

10' ? 

10' " 

1 0lU " 

Transition stat. .quilibrlurn 

HX-CHI 

HC = CH 

0-0-0 : 
O,+C;H;Et[ HC I = CH 1 ] 

.From 5" of the hydrocorbon onolog cyclop.~tOn~.  

From a steric point of view, the 0,-C,H, reaction has 
a collisional efficiency more than 1000 times higher than 
the 0,-C,H, reaction. Nevertheless, the acetylene reac- 
tion is still much slower at ordinary temperatures because 
the activation energy is more than twice as high. The 
high activation energy of the acetylene reaction is con- 
sistent with the postulate of a different reaction mecha- 
nism for this reaction, and the magnitude of the activation 
energy suggests that both 8-bonds are attacked. 

bFrom S" of th* hydrocorbon onalog mwthylqclobutonw, colculofed by group oddi- 
tivity rules. 

PFrom So of the hydrocarbon analom crclopentwne. 

"From S O  of the hydrocarbon onolog mefhylcyclobutenw. calculotwd by group oddi- 
fivlfy rulel. 

*from 5'' of thw hydrocarbon onalog n.p.nkne. 

Estirnat~d 
antropy of 

transition stat. 
at 2 S a C ,  

gibbs?rnol. 

70' 

75" 

69.2' 

70.5" 

63.4" 

The question remains as to why the low-energy reaction 
path of the 0,-C,H, reaction is unavailable to the 
0,-C,H, reaction. The answer does not lie in ring strain 
because the strain energies of cyclopentane and cyclo- 
pentene are only slightly different. Neither can the answer 
be found in terms of a low-activation entropy for forma- 
tion of the cyclopentene-like transition state because, as 
shown in Table 2, the A-factor fer such a process should 
actually be higher than that of the Os-C,H, reaction. 

Since the energy of a 8-bond in C,H, is almost identical 
to the A-bond energy in C,H,, there seems to be no way 
of escaping the fact that, from both an energy and an 
entropy point of view, the five-membered ring transition 
state should be as accessible in the 0,-C,H, reaction as 
it is in the 0,-C,H, reaction. Failure of the reaction to 
proceed in this manner can then only be attributed to 
insufficient energy release from the new bonds that are 
formed. The situation is illustrated schematically in 
Fig. 7. At point A in the Or,-C,H, reaction, formation-of 
the two new G O  bonds has provided more energy than 
the amount that was required to disrupt the original bond- 
ing in the reactants 0, and C,H,, thus resulting in a 
change to a negative slope of the energy curve along the 
reaction coordinate. On the other hand, point A in the 
0,-C,H2 reaction represents only a point of inflection, 
presumably involving rupture of both n-bonds in C2H,. 
It must be emphasized, of course, that Fig. 7 represents 
only relative energy requirements, and that the reaction 
does not have to pass through point A in order to reach 
point B. 

The presently proposed mechanism for C2H2 ozonation 
Secondly, Table 2 shows that the transition state for is in disagreement with the comrrronly accepted assump- 

the O,-C,Hz reaction cannot have a five-membered ring tion that ozonation of acetylenic compounds is analogous 
structure because the predicted A-factor of M-I s-' to the corresponding olefin reactions (Ref. 5). However, 
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REACTION- 

Fig. 7. Schematic representation of reactions of 
0 ,  with acetylene and ethylene 

relatively little work has been done on the acetylrne reac- 
tions, and much oi that was in the liquid phase. Also, the 
conclusions were based mainly on product analysis, which 
often is insensitive to detailed reaction mechanisms. 

In an earlier report, the rate constant of the O,,-C,H, 
reaction was measured in liquid argon at 87.5OK (SPS 
37-49, Vol. IV, pp 273-278). The result was log k = -3.8, 
and it \\?as suggested on the basis of a semi-empirical treat- 
ment of the effect of solvent on reaction rates (Ref. 4, 
p. 409) that the gas phase rate at 87.5OK should be lo\ver 
by a factor of 10' "; i.e., log k(gasphase) - -5.4. From 
Eq. (3), the estr:\polated experimental gas phsse valuc 
at 87.S°K would be log k = -5.5, which is in very good 
agreement with the predicted value. 
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C. Prediction of OH Radical Microwave Lambda 
Doubling Transitions Below 120 GHz, 
R .  1. Poynter and R.  A.  Beaudet 

1. Introduction 

A number of anomalies has been observed in the 18-cm 
OH interstellar raJio lines. These radio sources appear 
to vary widely in observed properties (Ref. l j .  Of 50 or 
more radio sources that have been documented at this 
time, only two appear to be anywhere near "noimal," as 
defined by the thermally expected absorption line inten- 
sities that would occur at the presumed temperatures in 
interstellar space. The remainder of the OH radio sources 
shows either or both emission and alt+~rption features, 
frequently in all possible combinations. i 5is obsenlation 
indicates tha+ the OH radio sources are generally not in a 
state of thermal equilibrium. Several mechanisms have 
been proposed (Refs. 2 and 3) to explain the observations. 
Each mechanism involves, in some way, an excitation 
process coupled with a cascade decay of the molecules 
into the ground rotational state. It has been proposed that 
if such a noneqiiilibrium distribution of OH molecules 
exists, there should be a finite population of OH in the 
higher rotational states, and that the lambda doubling 
transitions associated with thesz rotational states should 
be observable. Zuckerman, Palmer, and Pentield (Ref. 4) 
searched for the lambda doublets belonging to the lo\vest 
rotational stdte, 1 = 1/2, of the excited 'n,,, electronic 
state, which is 140 cm-I higher in energy than the ground 
'n.,,: electronic state. Although these transitions had not 
been observed in the laboratory, their location in the 
frequency spectrum had been predicted from a set of 
molecular constants derived from the microwave spec- 
troscopic studies of Dousmanis, Sanders, and Townes 
(Ref. 5). Unfortunately, these constants, based on rela- 
tively few observed lines in the spectrum, predicted a 
position that turns out to be 50 MHz removed from the 
correct value (Refs. 4 and 6). Zuckerman, et al., failed to 
observe these lines for this reason. 

The present research does not resolve the anomalies 
that have been observed by the radio astronomers. It does 
define precisely the higher OH lambda doubling fre- 
quencies where further astronomical searches could be 
made for the purpose of studying the cascade decay 
processes. 

2. Experimental Data 

New measurements have been made of the OH micro- 
wave transitions in the range of 8.2 to 40 CHz. An accu- 
rate fit of these transitions has been achieved with a newly 



determined set of molecular constants. The analysis shows 
that there is a second complete set of detectable transi- 
tions belonging to the Zn,l, state. Two of these predicted 
transitions have been observed. 

Because the low-frequency limit of the spectrometer 
at JPL is 8.2 GHz, the lambda doubling transitions below 
this frequency limit could not be measured directly. 
However, enough higher frequency transitions have been 
observed that, if the ] = 3/'2, 2 ~ : , , 2  transition as observed 
by Radford (Ref. 7) is included, a fairly complete analysis 
of the microwave spectrum can be obtained. 

The calculated transition frequencies were obtained by 
exact diagonalization of the molecular Hamiltonian that 
was given by Dousmanis, Sanders, and Townes (Ref. 5); 
the molecular constants that were used in this study are 
essentially those defined by them. However, two centrifu- 
gal distortion constants are nece: ,ary to give a satisfactory 
fit of the experimental data. These are defined by the 
following two equations: 

Here D represents the effect of centrifugal stretching on 
the internuclear distance and 8 represents the effect of 
rotation on the electronic distribution. Of the eight mo- 
lecular constants required for the lambda transitions, 
three were obtained from the optical 3 H  studies of Dieke 
and Crosswhite (Ref. 8). The lambda doubling transitions 
were insenritive to these three parameters. The remainder 
of these constants were evaluated from the microwave 
spectra by the application of least squares methods. Four 
additional constants A, B, C, and D are required to de- 
:cribe the nuclear hyperfine splittings. Of the four con- 
stants, only one, D, is sensitive to the AF = 0 transitions. 
The AF = 2 1  hyperfine transitions depend primarily on 
the other three constants. 

3. Results and Discussion 

A computer program has been written to perform the 
diago~alization and frequency calculations. This pro- 
gram has been modified to work with a least squares 
program for evaluating the molecular parameters. The 
program indudes computation of Einstein A coefficients 
and intensities. The accuracy of the present analysis gives 
considerable confidence in predicting other low lying 
lambda doubling transition frequencies. The transitions 
that result from this analysis are given in Table 3, along 

with the Einstein A coefficients for the hyperfine compo- 
nents, and the intensities for an assumed temperature of 
W O K ,  which represents normal laboratory conditions. 

These frequencies differ by a significant amount from 
other values that have been reported. The differences 
result (1) from more accurate frequency measurements, 
(2) from least square fitting the new microwave constants 
that have been obtained using these frequencies, and 
(3) from the use of two centrifugal distortion constants. 

The nuclear hyperfine constants obtained here are in 
excellent agreement with those that Radford (Ref 9) de- 
termined by electron spin resonance methods. In spite 
of this agreement, however, there remain sonbe minor 
deviations between the calculated and observed hyper- 
fine splittings. These deviations do not affect the general 
line predictions to any significant extent, because the 
absorption lines that are well-measured are fitted to 
high accuracy. The AF = 0 transitions that deviate by 
f 1.0 MHz have not been measured in this work; some 
doubt exists about the accuracies of these frequencies. 
One suspects that the measurements of these lines may 
be off by as much as 21.0 MHz, which would be con- 
sistent with the errors observed in the 2 ~ , , , ,  1 = 9/2 tran- 
sition frequencies. The minor deviations, 20.4  MHz, that 
are observed in the AF = k 1  components of the 
' R , ~ / ~ ,  J = 3/'2 and J = 9/2 transitions are caused by very 
small residual errors in the hyperfine coupling constants. 
This point (within the experimental error) has been veri- 
fied at JPL by using the measured frequencies of the 
')x,/.., ] = 112 and 'x,,,, J = 5/2 transitions by Radford.' 
No changes are obtained in the lambda doubling molecu- 
lar parameters. 

The new lambda doubling constants are listl:d in 
Table 4. The nuclear hyperfine coupling constants are 
those given by Radford (Ref. 5). The yrmiicted and ob- 
served line frequencies for all obserued OH lambda don- 
bling transitions in the microwave spectrum up to 40 CHi 
are given in Table 5. 

Values of the Einstein spontaneous emission c o d  ,- c 

were calculated for a dipole moment of 1.66 kO.01  U. 
The A coefficients for the 2n3,2, J = 3/2 transitions agree 
with the valbes reported by Turner (Ref. lo), Carrington 
and Miller (Ref. ll), and Lide (Ref. 12). 

Several additional com~rients may be made about 
Table 3. Laboratory measurements a p p e z  to be feasible 

'H. E. ~adfordr~rivate communication, Apr. 1968. 
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Table 3. Lambda doubling and hyperfino transitions" 

for OH lines with intensities larger than lo-' cm-I. How- 
ever, lines this weak are at present marginally detectable 
and will require considerable care if they are to hr, ob- 
served. This results from the relatively low cmicentration 
(3% or less) of OH that can be gemate .  by present 
methods, and from spectrometer sensitivity, which in this 
case has been measured as 10-@ cm-I. The method of gen- 
eration made irza of the well-known H + NO, reaction. 

J 

In the 'rl,, state, the transitions are observed to rise 
to a maximum fraqumcy. recede toward zero, and rise 

agein. This effect is produced by an inversion in the 
lambda doubliny energy levels that occurs between J=3.5 
and J = 4.5. As J P roaches this inversion point, the 
lambda doubling energy snlitting decrsase. There are 
no restrictions on level symmetry, so that the transitions 
for 1 larger than 4.5 arc allowed, although they are get- 

erally weaker than those of I = 3.5 and below. The net 
effect is to produce a sequence of transitions that have 
the appearance of Q, P, and R branches although they 
are not. The low-frequencv lines exhibiting the analcgous 
effect have been observed in the isotropic molecular 
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8.26 X lo-' 
2.02 X lo-' 
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1.17 X lo-' 
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2.46 X lo-" 
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2.63 X lo-'* 
2.59 X 10-" 
3.33 X lo-'' 
2.79 X lo-" 
2.50 X lo-* 
2.49 X 10.' 
2.38 X lo-'' 

1 8.26 X lo-'' 
9.80 X lo-' 
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species OD hut apparently the effect was overlooked for conclusions about the upper limits of the intensities of 
neither comments nor explanation of this feature were these transitions must be invalid. Another search wauld 
reported (Ref. 5). The complete spectrum is plotted in be worthwhile for these and other low-frequency OH 
Fig. 8, with i~ppropriate identicication of the (wo transitions in the interstellar medium. 
'Branchesm of the 'n l I2  state, according to the dirL ,tion 
in which absorption transitions would occur. 
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D. An Ion Cyclotron Resonance Study of the 
Escape of Helium From the Earth's Atmosphere, 
J. King, Ir., and D. D.  Elleman 

1. Introduction 

Helium atoms are systenlatically being lost from the 
earth's atmosphela. This conclusion is based on many ion 
pr ' a e.qeriments, primarily by Hale (Ref. 1). For the 
F :  at^ ns to exist in steady-state concentrations in the 

moqnere, they must be lost at a rate comparable to 
,eir rate of production by radioactive decay (2108 atoms- 

cm-%-'). The fact that this rate is approximately the 
same as for He photo-ionization (Ref. 2) in the upper 
atmosphere suggests that its escape could be explained 
by an ion-molecule reaction mechanism which yielded 
He atoms with adequate kinetic energy. Generally, it has 
been assumed that a dissociative charge transfer reaction 
with N, predominates (Ref. 3). The reaction with N, is 
more probable than that with 0, because of the greater 
abundance of the former in the upper atmosphere. Labo- 
ratory studies of the He+-N, reaction have been made 
using a crossed-beam technique (Ref. 4). In those colli- 
sions that lead to N+ production, the process is observed 
to have quasiresonant form. Because of these findings, the 
generally accepted mechanism is the accidental near- 
resonant charge transfer reaction 

followed by predissociation 

in accordance with the Franck-Condon principle. 

The primary objection to this mechanism is that it 
does not produce He atoms with s d c i e n t  energy (2.4 eV) 
to escape the earth's gravitational field. This fact has led 
to an alternative mechanism in which the He+, produced 
by solar photo-ionization, charge exchanges with Oz 
instead of N, (Ref. 5). The He+-0, reaction is exothermic 
by 5.8 eV which, if completely localized in the He frag- 
ment, gives it more than enough energy to escape. 

The basic problem with this latter mechanism has Oecn 
mentioned previously; i.e., N, is much more abundant 
in the upper atmosphere and any charge exchange is more 
likely to occur with N, than with 0,. 

A more attractive mechanism is for He* to charge 
i 

H exchange with N, in a non-near-resonant process in which 

N; is produced in the ground state (X %;) and the reac- 
tion is exothermic by 9 eV. A test for this mechanism 
is to look for N ,  as a stable product since the C 2Z; state 
of Reaction (1) is known to predissociate in 10-8s (Ref. 6). 

It can be inferred from the spectroscopic studies of 
Inn (Ref. 6 )  that & is produced as a stable ion in He+-N, 
cystems. A more direct study has recently been performed 
by Warneck (Ref. 7) using tandem mass spectrometers. 
He concluded that N; and N+ are produced with about 
equal efficiency in the system. 

The difficulty in unequivocally determining the N+ 
and N: products in most mass spectroscopic 1 yeriments 
is that these ions are also produced initially by the same 
soulte used to ionize the He. Thus, the initial ior~s must, 
in some way, be differentiated from the product ions. 

2. Experimental Procedure 

The technique of ion cyclotron double resonance 
(ICDR) is ideally suited for selectively studying a par- 
ticular ion-molecule reaction. This method, which has 
been described previously (SPS 37-46, Vol. IV, pp. 2 6  
208), involves the simultaneous RF heating of one type 
of ion while a second type is being observed under cyclo- 
tron resonance conditions. When the first type of ion is 
heated with a strong RF electric field, E,  (t) at o,, large 
changes should occur in the concentrations of the other 
types of ions, provided they are coupled with the first 
type through charge transfer. These changes are detected 
with a weak RF electric field, El  (t) at frequency w,, 

through chilnges in the intensity of the observed ion 
spectra. The amplitude of the field E ,  is lliodulated and 
the signal at wl is dctected with a phase detector refer- 
enced to the modulating frequency. With this setup only 
those additional ions produced by the RF heating are 
observed. 

3. Results 

The ICDR technique was used to study the production 
of N; and N' in the Het-N, system when He+ is sub- 
jected to RF heating. The ion production was studied 
as a function of He+ energy. The He ion energy can be 
varied by varying the amplitude E of the irradiating 
field, E2 (t) = E sin ~ t .  The results in Fig. 9 show that 
both N: and N+ are produced in the He+-N, system. 
The ordinate denotes the amplitude of the double reso- 
nance signal that is proportional to the number density 
of N; or N+ ions produced by RF heating of Het (SPS 
37-50, Vol. 111, pp. 231-236). The abscissa is the ampli- 
tude of the irradiating RF field and is proportional to 
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Fig. 9. Variation of N: and N+ production with energy 
of HE+ ions IP = 7.5 X 109 

tile energy of the He+ ions. The surprising result in Fig. 9 
is the leveling off of N+ production at high He+ energies. 
An explanation of this phenomenon is advanced in the 
following paragraphs. 

by approximately 6 eV. A s  noted earlier, this is more 
than enough to allow He to escape from the upper 
atmosphere. 

The N+ production can be explained by Reaction (1). 
The N;, initially formed in the CZz; states, predissoci- 
ates in lo-'' s to form h+ and N. Because of the limitations 
of the ion cyclotrori resonance spectrometer, it is impos- 
sible to observe such a short-lived species. The plateau 
in the N+ curve in Fig. 9 shows that the formation of 
the C state does not continue to increase with increas- 
ing He+ ion energy. This could be caused by the fact 
that as the He+ velocity increases there is not sufficient 
time for it to form a complex with N2 to produce the 
G 2X; state. Since the state is formed by the simultaneous 
ionization of one electron and excitation of another, the 
two species must Le in close contact for a reasonable 
length of time. However, the production of N: in the 
ground state is not limited by this requirement since the 
electron can jump from the N, to the He+ over relati~c.; 
large distances, similar to the modified stripping mecha- 
nism proposed Ly !terman, et al. (Ref. 9). 

To understand why N+ production becomes constant 
rather than decreases, one must consider the details of 
the R F  heating of the He+ ion. The ions are heated 
through power absorptioii from the irradiating RF field. 
The power absorption equation is (SPS 37-50, Vol. 111) 

where 

n+ = ion density 

e = charge on the electron 

E = electric field strength 

w = oscillator frequency 

W, = cyclotron frequency of the ion 

V ,  = collision frequency for momentum transfer 
4. Discussion 

The results conclusively show that both N; and N+ are 
produced when He+ ions bombard neutral Nz. In order 
for the neutral He atom, produced in the charge exchange 
reaction, to have sdcient kinetic energy to escape the 
earth's gravitational pull, the N; can e~ther be ,n the 
B '8; state or the ground state (XZz;). The former state 

t. is 3.14 eV above the ground state (Ref. 8) and based on 
the difference in ionization potentials between He and 

P N,; the reaction leading to the B 22; state is exothermic p 

As can be seen, maximum power absorption occurs at 
resonance when U) = a,. However, the experiments are 
performed by sweeping the frequency a from off reso- 
nance, through resonance, and past resonance. When the 
frequency is off resonance, the He+ ions are absorbing 
less energy and their velocity is less. Tb 7 .  can thus form 
complexes with Nz and produce the C' state. The 
number of these less energetic ions remains rather con- 
stant as E in Eq. (2) increases. 

f 
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To test this hypothesis, experiments with argon (Art) 
and neon (Ne') are being initiated. 
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E. Shape of the Magnetosphere, 
G. Atkinson and 1. Unti 

As the solar wind passes the earth, it confines the 
earth's magnetic field within a cavity called the magneto- 
sphere. In recent years satellite data have shown the 
cavity to have a shape more complicated than had been 
anticipated. A neutral sheet has been observed, indicat- 
ing that some of the field lines are dragged great distances 
downstream by the solar wind, strongly distorting the 
shape of the cavity and the magnetic field within it. While 
a number of attempts have been made to calculate the 
shapc of the magnetosphere, the calculations have failed 
to include the effect of the neutral sheet satisfactorily. 
This article reports on the calculations that have been 
performed taking the neutral sheet into account. The cal- 
culations yield possible shspes for the magnetosphere 
that are illustrated in Fig. 10. Each of the shapes is deter- 
mined by the amount of magnetic flux contained within 
the tail portion of the magnetosphere. 

The calculation parallels a previous calculation made 
by Dungey (Ref. 1). The problem of calculating the shape 
of the magnetosphere regarding the solar wind as a par- 
ticle gas is known as the Chapman-Ferraro problem, and 

/2 CASE C 1 

5 
0.49 1 

0 UPSTREAM LIMIT OF 
RETURN CURRENT 
FROM NEUTRAL SHEET 

NEUTRAL POINTS 

-I I I I I I I 
-2 - 1  0 I 2 3 4 5 

x, NONDIMENSIONAL UNIT 

Fig. 10. Boundary of the two-dimensional 
magnetosphere 

was shown by Dungey to have an exact solution if certain 
simplifying assun~ptions were made. The most drastic 
simplification was to treat the problem in two dimensions 
only. The other assumptions are: 

(1) The surface of the cavity is thin. 

(2) The field is completely screened; i.e., plasma pres- 
sure and momentum in the interior are unimportant. 

(3) Thermal velocities of the streaming particles are 
neglected. 

(4) The particles are specularly reflected at the surface 
of the cavity. 

Using Dungey's assumptions, a new exact solution to t1:e 
Chapman-Ferraro problem was fonnd in which the pa- 
rameters of a neutral shilet are determined along with 
the shape: of the field lines. 

Since the problem is two-dimensional, the method of 
complex potentials can be applied. A scalar potential + 
and vector potential * are introduced, such that the mag- 
netic field H = V+, and * is the stream function, constant 
on a magnetic line of force. The two-dimensional repre- 
sentation of the magnetosphere will be determined when 
q is known as a function of x and y. 

The free boundary, formed by magnetic fie:? lines 
along which q = 0, is not known as a function ,7f 
z = x + i y .  All that is known is that = 4 + iq must be 
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an analytic function of z; but, then, z must also be an cation of Fourier transforms then yields the function x (a). 
analytic function of a. Now, the free boundary in z space Integrations were calculated on the IBM 7094 computer. 
becomes a very simpie known boundary in potential The results, reduced to unit dipole, are shown in Fig. 10, 
space, 9 = J#J + i*. Therefore, it is only necessary to find in which the boundary of the two-dimensional magneto- 
that function z (@) which satisfies the Laplace equation sphere is given for graded values of tail flux C. 
and reduces to the proper boundary conditions in the 
potential plane. To find this function, a conformal trans- 
formation is made that maps the given boundary in @ Reference 

space onto the abscissa in w = u + iu space. An appli- 1. Dungey, J. W., 1. Gruphys. Res., Vol. 66, p. 1043, 1961. 
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XX. Communications Systems Research 
TELECOMMUNICATIONS DIVISION 

A. Coding and Synchronization Studies: A General 
Formulation of Linear Feedback 
Communicutions Systems With Solutions, 
S. Butman 

1. Introduction 

A feedback commnnication system is a two-way system 
in which the state of a message at the receiver is made 
available to the transmitter. Although the benefits of 
feedback are greatest when the feedback link is noise- 
less, Shannon was able to prove (Ref. 1) that it cannot 
be used to exceed the capacity of a memoryless channel. 
It is possible, however, to exceed the capacity of a chan- 
nel with memory (Ref. 2). Furthermore, feedback simpli- 
fies the coding and decoding effort and provides a lower 
error than could otherwise be achieved. These consider- 
able advantages are obtained at the expense of the feed- 
back link, which cuuld be put to better use. Oftentimes, 
however, the return path is idle and should be used to 
benefit the forward link. In space applications, a rela- 
tively inexpensive high capacity up-link could be sacri- 
ficed for a more efficient exploitation of the down-link 
whose capacity is small due to weight restrictions required 
for take-off. 

This article is concer~red with linear feedback com- 
munication systems as originally studied by Elias (Refs. 3 
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and 4), later by Green (Ref. S), and more recently by 
Schalkwijk and Kailath (Ref. 6), Schalkwijk (Refs. 7 
anc! 8), Schalkwijk and Bluestein (Ref. Q), Omura (Ref. lo), 
and Butman (Ref. 11). The techniques used include the 
Robbins-Monro method of stochastic approximation 
(Ref. 12) used in Refs. 6 and 7, center-of-gravity (Ref. 8), 
Bellman's dynamic programming (Ref. 13) used in Ref. 10, 
directed graphs introduced by Elias (Ref. 4), and Kalman 
filtering (Ref. 14) in Refs. 10 and 11. 

However, none of these techniques are adequate to 
handle the general linear feedback communication prob- 
lem to be considered here. With the exception of Elias' 
work,' they fail to provide the correct approach to the 
noisy feedback problem even in the case of only one feed- 
back iteration. Furthermore, in the case of a white gaus- 
sian noise channel with a noiseless feedback link, where 
all of these techniques have been successfully used, the 
results do not agree completely and the discrepancies are 
not adequately explained. In addition, the techniques 
are applied only after specific linear relationships are 
assumed to hold between the forward and feedback sig- 
nals and between the feedback signals and the receiver's 
estimates of the message. These assumptions represent 
unnecessary constraints which confine the ssarch for the 

'The principle of optimality of dynamic programming used in 
Ref. 10 is not generally applicable to feedback systems. For 
counter examples see Chap. 10 of Ref. 15. 



"I optimum to a subset of the class of all possible linear feed- 
back codes and allow the possibility of the existence of 

1 - 1  
better schemes. sf = g,8+  r: 0.  v 

,:I r, = sf + n, 
b 

A complete linear formulation in terms of arbitrary 
linear operations at the transmitting and receiving points 
is presented in Subsection 2 for systems with additive 
noise in both the forward and feedback channels, includ- 
ing noise which is col~red and correlated between chan- 
nels. The optimum decision rule is derived in the case 
of gaussim noise, and the signal s4:Iection problem is 
stated for both the forward a i d  fecdback signal sets sub- 
ject to an average power constraint on each. The gaussian 
assumption is a convenience since the problem is identical 
for any additive noise and a minimum mean-square error 
receiver. 

Noiseless feedback is considered in Subsection 3, where 
the optimum sequential forms for the forward signals 
and the estimates at the receiver are derived. Also, a 
theorem is stated giving sufficient conditions for achiev- 
ing channel capacity with a double-exponential decreas- 
ing error rate using partially optimum codes. There are 
more than a countable variety of such codes. The effect 
of noiseless feedback on a channel with memory is exam- 
ined in the example of first-order Markov noise. The code 
used, although not optimum, achieves the theoretical 
capacity of the forward channel when the bandwidth is 

Fig. 1. A linear feedback communication system 

tudes s,, s,, . . . , SN is the code in the forward charnel, 
and the sequence TI, r,, - - . , TN is the set of noisy obser- 
vations. Similarly, the feedback code is the sequence of 
feedback amplitudes ul, u,, . . . , UN-I  which are observed 
by the tra. smitter as u,, v,, . . , VN-,. The process begins 
with s, = g10 being sent and r, being received. The first 
feedback signal is ul = b,,rl, and it is observed at the 
transmitter as v,. The second signal is now assumed to be 
a linear function of 8 and v,, thus, S, = g,8 + azlvl. In 
general, the ith signal and observation at each point is 
given by 

infinite and exceeds the theoretical capacity when the r1 = s1 + n , ,  i = l , 2 ,  , N  
bandwidth is finite. (2) 

The noisy feedback problem for a system with inde- 
pendent white noise in each channel is treated in Sub- 
section 4, where the optimum code for one feedback 
iteration is determined. Further penetration is algebraically 
unmanageable. However, successive iteration of the avail- 
able result yields a better scheme than the iterative 
scheme suggested by Elias in Ref. 4. In addition, its 
asymptotic behavior is easily found in closed form, 
thereby determining a useful lower bound. This lower 
bound approaches the upper bound for noisy feedback 
for large signal-to-noise ratios in the forward link. 

where n,, n,, . . . , nnr and m,, m,, - . . , mN.., are zero 
mean gaussian random variables representing the addi- 
tive noise in the forward and feedback channels, respec- 
tively. The last feedback signal uN is not used and is 
therefore not considered. Let A and B be N X N lower 
triangular matrices with the main diagonal of A and the 
last row of B identically zero, and let g, m, n, r, s, u, and v 
be N-dimensional column vectors or N X 1 matrices. 

2. Formulation of the Problem Then 
A linear feedback communication system using a se- 

quence of N signals to transmit a message fl is illustrated 
in Fig. 1. Each signal is formed by amplitude modulating 
a basic pulse of unit energy and duration $5 W, where W 
is the bandwidth. The pulse is detected by a matched 
filter whose output is the amplitude corrupted by the 
additive noise in the channel. The sequence of ampli- 

s = gfl + Av 

r = s + n  

u = Br 

v = u + m  
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Fig. 2. Matrix formulation of the feedback 
communication procors 

and the system is equivalect to the .:>ctor feedback 
system of Fig. 2. 

Equations (5) to (8) may be solved for r, s, and u as 
linear functions of the random noise vectors m and n and 
the random variable 8. Thu?, substituting Eq. (6) into 
Eq. (7) into Eq. (8) and the result into Eq. (5) gives 

s = (I - AB)-I (g8 + Am + ABn) (9) 

and 

where I is the N X N identity matrix. Note that the 
inverse of I - AB exists because the product AB is a 
lower triangular matrix with zeros along the main diag- 
onal, whereupon I - AB must be a lower triangular 
matrix with ones down the main diagonal and det 
(I - AB) = 1. The average energy transmitted in the 
forward and feedback directions is E = E [sTs] and 
E' = E [uTu], respectively, where E [ * I  is the expecta- 
tion operator. The term sTs = tr [sTs] = tr [ssT] , where 
tr [ ] is the trace operator which is invariant under cj,clic 
permutatim of the argument, and the superscript T de- 
notes tranepose. Since the expectation and trace operators 
commute, it follows that 

where 0 is statistically independent of m and n, o:=E [B2], 
Km = E [mmT], and K, = E [nnT] are covariance ma- 
trices of the noise, K,, = E [mnT] is the cross-covariance 
matrix, and 

The average power used in the forward and feedback 
channels is then 

P = E/T = 2WE/N and P' = 2WE'/(N - 1) , 

respectively, where T = N/2W is the duration of the N 
forward signals and (N - 1)/2W is the duration of the 
N - 1 feedback signals. 

, 'he optimum decision rule for an equiprobable source. 
Given A, B, and g, the decision rule for minimum error 
is for the receiver to select the message for .vhich the 
a posteriori probability p (8 I r). is a maximum over all the 
possible messages in the message set 0. In general, this 
rule depends on the a priori probability p (8) because by 
Bayes' nile 

However, p (8) = 1/M is independent of 8 whefi 0 is a 
set of M equiprobable points, such as the M uniformly 
spaced points in the interval [-- L, L]. In this case, it is 
equivalent for the receiver to select the message that 
maximizes p (rl 8). The vector r is a sdcient statistic for 
estimating 8, another sdcient  statistic is 

Since y is a linear function of the gaussian vectors m 
and n, it must be conditionally normal with conditional 
mean E [yl B] = gB and covariance matrix 

E = tr [(I - AB)-l(o: ggT + &AT + AK,,,.BTAT + ABK:, AT + ABKIBTAT) (I  - BTAT)-'1 (12) 

and 

E' = tr [B (I - AB)-' (a:ggT + K) (I  - BTAT)-' BT] (13) 
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Thus, 

1 
p (y 119) = [(2n)' det   ex^ 1 - Y (y - go)' K-l (y - (0) J 

Now, it is obvious that selecting 19 to maximize p (y 18) is the same as minimking the quadratic form 

(y - go)' K-I (y - go) = (y - g t N ) ~ ~ - l  (y - gfN) + (8 - t N ) ~  gTK-I g (19) 

where The probability of error given +at 8 was sent is the 
probability that 18* - $N 1 < 1 e - t9,l for some e* # 0. 
Since the nearest neighbor distance is 2L/(M - l ) ,  the 

(20) condition for an error when 6 is one of the M - 2 interior 
points of [ - L, L] is 

can be any point on the real line. Thus, the optimuna 
A L 3 4  "', 

decision procedure for the receiver is to select the ( e N  - e l l -=  - 
maximum-likelih~od~estimate of 8 as the poil., B* c 0 M - 1  [ M 2 - 1 1  
which is closest to ON. where o: = LZ (211 + 1)/3 (M - 1). Thus, the conditional 

A 
probability of error is 

It can be verified easily that ON is the minimum-r;,riance 
unbiased linear estimate of 0 given r. Note that l?N is 
also a s9cient statistic for estimating 6 at the receiver p ( t ~ l 8 ) d e  

and that O N  is conditionallv normal with conditional mean 
A E [ t N  1 01 = 8 and variance E [ON - 8)' 181 = l/gTK-' g. 

Therefore, 

2npO.w where 
P ($N 1 e, = (_l)'ex~ [- ($N - 0)' g] P I )  

where 

is the signal-to-noise ratio E [B2]/E [gN - 0)2] at the re- 
ceixer after N observations. A quantity closely related 
to ON is 

which is the minimum-oatirrnce (biased) 2irruar estimate 
of 0 given the vector of observations r. Note that 

When 8 is one of the end points +L, the condition for 
an error becomes + B  L L (M - 2)/(M - l), respectively. 
As in this cas2 the conditional error probability is neg- 
ligibly lower; the average and conditional error proba- 
bilities are nearly equal. 

From Eq. (24), it is clear that P, decreases monoton- 
ically with pox. Consequently, A, 3, and g should be 
chosen to maximize poN or In (1 + PoN) and to satisfy the 
average energy constraints as given by Eqs. (10) and (13). 
Other constraints are not considered here. Conceptually, 
we can extremize the Hamiltonian 

F = In(1 - AE - pE' 
u: 

(25) 
E [(eUN - q 2 ]  = - 

1 + pon 
< E [(tN - e)2] 

where A and p are Lagrange multipliers, by setting the 
derivative of F with respect to each of the total of Na 

and that & is the value of 0 that maximizes p (19 1 r) when unknown elements in A, B, and g equal to zero and solv- 
R (8) is gaussian with zero mean and variance e:, whereas ing the resulting set of N2 nonlinear equations. Prac- 
ON maximizes p (r 1 8) regardless of the distribution on a. tically, this is an extremely Wcvlt, if not impossible, task 
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for A1 : . 2  unless the feedback channel is noiseless, that is, 
unless the constraint un the fe5dback energy i: removed 
(,A = 0). 

3. Noisaless Feedback 

The absence of feedback noise is indicated in the gen- 
eral forn~ulation by the vanishing of m, &, and L,. 
I h e i ~ f ~ r ~ ,  K = K, is independent of A and B, and the 
signal-to-noise ratio pON = u: gTK-I g depends only on g. 
The feedback energy E' is no longer a constraint, he- 
cause it can be scaled down to e2 E' for lei arbitrarily 
small simply by scaling B to el3 and A to A c l .  This leaves 
E, which now depends only on the product AB, unaf- 
fected. 

Define the lower triangular zero-main-diagonal matrix 
C r= (I - AB)-' AB. Then 

and 

where 11 11 is the Euclidian norm, 11  x 1 1 2  = xTx = tr [xxT]. 
The N (N -- lji2 arbitrary elements of C can be chosen 
to minimize E indepeudently of g and thus independently 
of poN. Let Q be the lower triangular nonsingular "whiten- 
ing" matrix defined by the factorization QTQ = K-l, alld 
let f = us Qg, then pOY -- / /  f Ij 2. 

Now, the result of the minimization of E with respect 
to C (Ref. 11) is the functional form of the optimum 
linear coding and decoding operations. Thus, 

where 

N .y N N ei = ei-, + - - 
1 + poi 

Qii  [rj - gj (04-1 - 0j-1)I 

is thc minimum variance (biased) estimate of 0 given 
r,.r2, . a . ,ri and 

is the signal-to-noise ratio associated with z., 

Equation (29) provides a recursive decoding procedure 
for the receiver, since 0' is determined from 

in addition, it gives a recursive procedure for generating 
the forward sig~~als, because Eq. (28) provides 

The order of the linear difference equation (Eq. 29) is 
determined by the order or" the noise in the forward chan- 
nel, which determines the elements qij of the matrix Q. 
Thus, mth-order autoregressive noise is charscterized by 
the vanishing of q ;  j for i < i - m, which reduces Eq. (29) 
to a linear daerence equation of order m f 1. 

Now, the expected forward energy 

where from Eq. (28) and the fact that 

then 

is the energy in the ith signal, must be minimized over g 
subject to the constraint o: gTK-I g =l poN = 11 f 11  *. This 
leads to the algebraic problem of solving the N nonlinear 
coupled equations 

where A is a Lagrange multiplier. The transformation 
f = u. Qg does not simplify the problem, and the equa- 
tions are too difficult to solve in closed form except when 
the forward noise is white, or more generally, when 
K = K, is diagonal. A good choice of g, which rduaes 
to the optimum choice if K is diagonal, is obtained as 
follows. 
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Note that po, as given by Eq. (30) satisfies the identity where 

which from Eq. (32) is and e = E/N > U? - u2 for all i. Otherwise, it is neces- 
sary to omit the signal corresponding to the largest oi 

and to reduce N until the condition e > U? - u2 holds. 
- - n$ + e j f j )  (34) This will not Le necessary if E is sufficiently large or if 

u: gf a? = u2 for all i ,  in which case e, = e and pi = p = e/uZ 
j = 1  

fcr all i. 
where 

Optimum code for the additive white gaussian noise 
i - 1  channel. From Eq. (39) and the associated discussion and 

4i; gj - ($y = 9:. (1 + c-)' (35) the fact that K = u2 I is diagonal, where u2 = No/2 is the 
9ii gi 

i = i  
two-sided spectral power density of the white noise, it is 
clear that the optimum choice of signal energies is 

Next, let oi = ljqii, pi = e i / d  and note from Eq. (32) ei = e = P/2W SO that pi = p = P/NoW.   here fore, 
that specifying the energies e , , e ,  . ,en determines EQ. (34) ~ecames 
only the magniiudes I g, 1,) g2 1, . . , I gir. 1. Therefore, 
the sign of gi can be chosen to give 1 + poi = (1 + P) i  (40) 

i - 1  Eq. (32) gives 
(oifi)' = + I C qii gi 1)' (36) 

gi Q i i  61 u 
j = i  gi = - [ P  (1 + p)i - ' ]s  

01 
(41) 

independently of the signal energies. Consequently, E ~ -  (29) ,.educes to 
Eq. (34) becomes 

N N P 
N ei = ei-I + - -- -- i - 1  : ((1 + p ) i + l )  ri 

qiigi 
and Eq. (31). gives 

('27) 

The probability of error from Eq. (29) is exactly 
Now, the choice of signal energies that maximizes the 

lower bound (Eq. 3-31, and which is the optimum when 3 (exp 2CT) - 1 
K is diagonal, is found from pe erfc [Z ?exp ~ R T )  -71 

Thus. 

e i = e + o t - o f  

where 

= Wln ( I+- N&)n"./s 

where the initial conditions axe s, = glB and B0 = 0. 
with equality if and only if K is diagonal. 
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is the theoretical capacity of the channel and R=(ln M)/T which case R, = W In 2. Otherwise, R, = P/No = 1 and 
is the rate of the message source in nats/s. It then follows the bandwidth is infinite. Although all these codes achieve 
from the asymptotic expansion of the error function inte- the infinite bandwidth capacity limit, the growth of W 
gral that P, decreases to zero with increasing T for all with T is determined by y. This is illustrated in Fig. 3. 
R < C as the doubly exponential function 

First-order Markov channel. First-order Markov noise, 
p, - (t ,)exp  ( - (C - R) T - 1.5 erp 2 (C - a )  T) or kt-order autoregressive noise, is characterized by the 

first-order linear difference equation. 
(4'3) 

From Eq. (44), it is also evident that P, = erfc (3/2)% for 
R = C  and P,+ 1 as T- m for R > C .  

Non-optimum codes. The choice of signal energies, and 
therefore the choice of g, is not critical for achieving the 
doubly exponential decrease of error or even channel 
capacity. Note that P,, as given by Eq. (24), decreases 
to zero if and only if poN increases to infinity, which 
in turn requires that E increase to infinity, because 
1 + E/a2 4 1 + poN L exp E/02.  consequent!^, we define 
the critical rate cf a code, R,, by the two conditions: 

where w is white noise with variance o$ = No/2. Station- 
arity implies that E [nT] = oZ for all i. Therefore, 
u? =- a ~ u ~  + ,,2 , - - ot/(l - a'). 

The elements of K are k , j  = o2a1'-'1, and the elements 
of Q are 

f o r i = i = l  

, otherwise 

where 8,' is the Kroenecker delta. 
1 

R, = lim -In (1 + p o ~ )  
x-trp 2T 

2 1. (1 + pi) P i = l  
= lim - 

X - t m  No N (47b) 
Z pi 
i = 1  

Now, consider the following not necessarily optimum 
code: Take el =u2p1, ei  =uLp for i 1 2  so that P/N0W=p 
as N+ w ,  and take g,/g,-l = -xi  sgna, where 

with equality for additive white gaussian noise, and prove 
the following theorem. 

Theorem 1. If the sequence ( p i ) ~ l  conlverges to a 
limit p, then the critical rate R, is given by 

Wln 1+- 
P ( :w), ifp==- NOW 

i f p = O  

ifp = oo 

is in Ref. 11. 
with equality for additive white gaussian noise. The proof 

A3 an example of codes satisfying the conditions of 
CODING DELAY r 

Theorem 1, consider the class of codes in which pi = (l/iJy, 
where 0 4 y L 1. The optimum code is given by y = 0, in Fig. 3. Bandwidth vs coding delay for a class of codes 
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for ih 2. With this choice of g, Eq. (35) gives For comparison, the one-way theoretical capacity of 
the first-order Markov channel is 

1 1 
w l n [ m + p ] $  for 2 

C :: (1  + l n l ) 2  

P (57) 
(1  4- l a l ) 2 - ,  for W -- cn 

N,, 

Eq. (32) gives 

1 + poi 
x?+1 = 

1 + p a c i - 1 ,  

which shows that R,  exceeds the theoretical capacity of 
the forward link for p h l / ( l  - 1 a 1 )2 since we obtain which from Eqs. (37) and (50) becomes 

where the ytarting value as given by Eq. (32) is 

2 0 for sufficiently large x 

This does not violate Shannon's theorem (Ref. 1)  because 
the channel has memory. In fact, knowledge of a is 
equivalent to having additional or side information at 
the transmitter. It  is shown by Shannon (Ref. 2)  that 
feedback can, in such cases, increase the capacity. 

We can select pl in Eq. (52) such that x, = x, where x is 
the only positive stationary point of Eq. (51), in order 
to obtain xi = x for all i % 2. Thus, Eq. (37j becomes 

4. Noisy Feedback 
giving 

R, = W In x2 (54) 

The case of most practical interest is when all channels 
are corrupted, independently, by additive white noise. 
The optimuln output signal-to-noise ratio for N = 2 in 
this case is 

where, from Eq. (51) x is related to p by 

where p, and p, are signal-to-noise ratios of the two for- 
ward signals s, and s,, and is the ratio of the feedback 
signa! u,. The optimum allocation of p, and p2 subject to 
p1 + p2 = 2p is p ,  = p2 = p, hence 

and from Eq. (52) 

and 1 + p 6 x 2 4 1  + p ( l  +Ia1)2 with the lower bound 
holding for large values of p and the upper bound as p 
tends to zero ('A'+ co). Thus, 

Unfortunately, a closed form expression for the optimum 
pow is unavailable for N > 2 because of algebraic dif6- 
culties. E. ivever, the upper bound I W1nx2, for W < w ( p  > 0 )  

R, =. P 
(1  f I a I ) 2 ~ r  forW+ 00 (p+O) 
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was recently proved by Elias (Ref. 4) by r~leans of a rather complicated circuit theoretical argument. Equation (58) is 
also due originally to Elias (Refs. 3-4). A considerably simplified proof of Eqs. (58) and (59), using the matrices A, B 
and the vector g, follows: 

Derioation of Eq.  (58). There is no loss of generality in letting K, = K, = I and V: = 1 since this converts signal 
energies to signal-to-noise ratios. In particular, for N = 2, pl = gf, p: = b2 (1 + gi), p2 = (g2 + ~ b g , ) ~  + aZ (b2 + 1) and 
pO, = gT + &/(l + a?). Next, let abg, = kg,, where k will be determined shortly. Then 

and 

The optimum choice of k is that which minimizes the quadratic denominator, thus 

Proof of Elks' upper bound pON Np + (N - 1) p'. Since K,, = 0 when the noise is uncorrelated between channels, 
Eq. (14) becomes K = (I + AAT) and hence 

where f = (I + AAT)-% g. From Eq. (12) and (I - AB)-' = (I + C), Np = E is 

Np - z  11 (I + C) g 1 1 2  + tr [(I + C)AAT (I + C)T + CCT] 

= 11 (I f C) g 11 + tr [(I + C) (I + AAT) (I + CT)] - N 

where the last line is obtained from the fact that tr [C] =O and hence 
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From Eq. (13) 

(N -- 1) p' = llB (I + C) g 11 ' + tr [B (I + C) (I + AAT) (I t C") BT] 

Now, define 

then it follows, after cyclic permutation of matrices under the trace operator when necessary, that 

which is minimal with respect to f when f is the eigenvector corresponding to the smallest eigenvalue of M. Thus, 
without involving the constraint p,N = 11 f ! I2 ,  we have 

where A, LA, 4 . . . AN are the eigenvalues of M arranged in increasing order. Elias' result will follow if it can be 
shown that hi A 1 and A, = 1. This, in fact, has been proven by S. Farber of the California Institute of Technology. His 
proof is as follows: 

(I + AAT)uM-' (I + AAT)U = (I - AB) (I + BTB)-' (I - BTA' ) 

= (I + BTB)-I - AB (I + BTB)-I - (I + BTB)-' BTAT + AB (I + BTB)-' BTAT 

Next, apply the identities 

and 

to the appropriate terms on the right-hand side in order to obtain 

Therefore, 

where 

is obviously non-negative definite. This is d c i e n t  to prove that hi (M) S 1. However, the rank of H is equal to the rank 
of (AT + B) which is at most N - 1 because the last row is identically zero. Thus, at least one of the eigenvalues of H 
must be zero and, therefore, A, (M) = 1. 

r 
>?* 
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A lower bound. A useful lower bound on the output 
signal-to-noise ratio can be obtained by applying Eq. (58j 
iteratively. Since the result of Eq. (58) is indistinguish- 
able at the receiver from that of an equivalent single for- 
ward signal with ratio po2, we can apply Eq. (58) to pas, 
pa, and d to give 

continuing in this manner yields 

Next, consider the asymptotic form of pon when p, and 
p i  are constants p and p', respectively. (pn = p is the opti- 
mum allocation of forward ratios when the feedback link 
is noiseless, p' = m.) Equation (61) simplifies to 

hence 

Substituting np for pon in the right-hand side of Eq. (62) 
gives the inequality 

Pon - pocn-1, > P 1 + - ( 1 3  

Summing both sides from n = 2 to N gives 

Consequently, 

which equals QO!Z of the upper bound when p = 10, and 
only la when p = 0.1. 

The iterative coding procedure represented by Eq. (61) 
gives a better result than the iterative scheme proposed 
by Elias (Ref. 4), in which N = 2K signals are coded in 
K stages (concatenated in a sense) bia Eq. (59) to obtain 

The reason why Eq. (61) is better than Eq. (66) is because 
the feedback signals in Eq. (61) convey more information 
than they do in Eq. (66). This can also be verified nu- 
merically; for example, if p = p' = 1, then after N = 21° 
iterations Eq. (61) yields pON/N = 1.496 (max = 1.5) 
while Eq. (66) &ves p0~/N = 1.400. 

There is cause to suspect that the upper bound Eq. (60) 
is too large for small values of p. For instance, if p = 0, 
then pOn = 0 independently of p'. This suggests that there 
should be a term like p/(l + p) multiplying p' in Eq. (60). 
It is, therefore, not unreasonable to conjecture that the 
results of Eqs. (61) to (65) differ only by a negligible 
amount from the truly optimum linear feedback code. 

5. Conclusions 

The utility of the complete formulation of linear feed- 
back systems introduced in Subsection 2 has been dem- 
onstrated in Subsections 3 and 4, where new results and 
results previously obtained by others were derived from 
a unified approach. The derivations of Subsection 3 com- 
prise a proof of the optimum linear noiseless feedback 
coding procedure not previously published. The formula 

was previously obtained by Omura (Ref. 10) for a channel 
with white noise under the special assumption that Zi 
satisfies a first-order linear difference equation and the 
receiver selects the message 8' closes to x;. This decision 
rule is not optimum when e is uniformly distributed, 
although it is correct when? is a gaussian random vari- 
able. The assumption that Bi satisfies a difference equa- 
tion is not necessary. It serves only to complicate the 
problem, and represents an additional a prion' constraint 
on the signal set. 

P 
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The feedback scheme described by Schalkwijk in 
Refs. &9 which uses signals that in our notation are 
given by 

h 
is also linear because 8; is linear in ri = col (r,, . . . ,r,). 
It can be easily derived from the general formulation, 
however, by including the additional linear constraint 
relationship (I - AB)-I g = col (gl, 0, . . . , 0) that must 
hold when si = gi (8 - 8 h i - , )  for then 

(Ref. 11). Because of this constraint, the signal-to-noise 
ratio for the additive white gaussian noise channel is a t  
most (1 + p - l/N)N, which is somewhat less than opti- 
mum linear result (1 + p)" and, as N+ w ,  the ratio 

Recently Schalkwijk and Eluestein (Ref. 9) pointed out 
that the rate distortion bound can be achieved in the 
case of a gaussianly distributed source by means of the 
noiseless feedback scheme si = g, (0 - Fi-,). For a uni- 
form!~ distributed source. one wciild expect to achieve 
at least as good a signal-to-noise ratio as that of a gaus- 
sian source of equal variance, since the uncertainty 
(entropy) must be less for the uniformly cLstributeu 
source. Schalkwijk tnd Bluestein suggest the inferior 
scheme si = g, (0 - 8,-,) as "appropriate" for the reason 
that 8; is the maximum a posteriori probability (MAP) 
estimate of 0 when 0 is uniformly distributed (perhaps 
in analogy with the fact that Zi is also the MAP estimate 
when O is gaussianly distributed). 

However, the MAP estimate is not the minimum vari- 
ance (linear or nonlinear) estimate when e is not gaussian. 
Moreover, the MAP estimaie when 0 is uniformly ?is- 
tributed on [ -  L, L] is not B i  but the restriction oi gi to 
[ - I , ,  L]; that is, the MAP estimate is 8; = 6+, for 
lPil< L, and $i = ~ s g n 8 ,  for )$ i [>  L. The use of $i 

as a feedback signal in s, = gi (0 - Gi) takes us into the 
realm of nonlinear feedback, because +i is clearly a non- 
linear function of ri. The best linear or nonlinear feed- 
back signal with which to minimize the variance and 
hence the transmitted energy is well known (Ref. 16) to 
be the cdi t ional  mean E [O 1 ri] . Indeed, E [O 1 r] is the 
center-of-gravity proposed earlier by Schalkwijk in Rzl. 8, 
but not used for p (8) uniform. 

Unfortunately, E [e lri]  is linear in ri if and only if e 
is gaussianly distributed. Thus, although it is possible to 
find E [B lri] in closed form for 0 uniform on [ -  L, L], 
it is impossible to express E [ ( O  - E [O lri])2] in a work- 
able manner. Nevcrtheless, since E [Olri] must be in 

4 
[ -  L, L], it is reasonable to use +i as an a p p r o ~ i ~ t i  .z 
By the same token, the truncated version of O,, + = 6, 
for I Bi 1 < L and & = L sgnri for 16 I > L can be used. 
It is then easy to show that 

0; 
E [(O - 6)" < E [(B -?i)'] - E [(Zi -Ti)'] < - 

1 +poi 

A A 
Similarly, E [(O - < E [(B - 0;)" E [(Bi - 
Although this author has not been able to e s~b l i sh  an 
inequality between E [(O - z i ) ~ ]  and E [(e - it is 
evident that the nonlinear feedback signals are better 
than the linear signals. 

With colored noise in the forward channel, the intui- 
tive suggestion of whitening the channel and using the 
white-noise code has been made (Ref. 10). This schemc 
would achieve capacity for the whitened (and hence also 
for the colored) channel, but it would not exceed the 
capacity as predicted by Shannon (Ref. 2) and explicitly 
verified in Subsection 3. Furthermore, pre-whitening is 
a "time consuming" operation which, theoretically, re- 
quires infinite delay and therefore gives no opportunity 
for feedback. Actually, the impossibility of a simultane- 
ously time-limited and bandlimited signal (Ref. 17) im- 
plies the nonexistence of even a white-noise channel. This 
gives added importance to the colored-noise problem. 

Round-trip signal delays, measured in units of pulse 
duration, are easily included. If there are k units of delay, 
the first k rows of the lower triangular matrix A vanish. 
The minimum delay, however, is 1 pulse. With k units of 
delay, time division multiplexing will give 1 + pON = 
k(1  + p/k)N If the pulse duration is increased k-fold, 
there will be only N/k feedback iterations and hence 
1 + poN = (1 +P)N/k < k (1 + p/k)N for a11 k > 1. How- 
ever, with k separate multiplex channels it is possible to 
send k independent messages each having 1 + pON = 
(1 + p/k)N for a total capacity of kNln(1 + p/k) = 
W ln (1 i -  P/N,W). 
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codes with parameters (16,5), (32,6), and (64,7). [Param- 
eters (n, k) indicate that the code consists of 2k binary 
n-tuples.] Word synchronization for these codes is pro- 
vided by rriudulo ;! adding a suitable fixed binary n-tuple , 

to each code word before it is transmitted. This n-tuple 
is called the comma free vector and the set of transmitted 
words is a coset of the original Reed-Muller code. If this 
coset is such that all possible n-tuples, which could arise 
from erroneous synchronization of the data stream, differ 
in at least r symbols from every word of the coset, then 
the coset is said to be comma free of index r.  The maxi- 
mum values of r occurring for the high-data-rate telem- 
etry codes are discussed below. 

2. Previous Results 

The maximum index of comma freedom for the Reed- 
Muller (16,5) code is 2. This fact has been known for 
some time and is due to Stiffler. Because of its importance 
for thz high-data-rate telemetry project, the references are 
cited. In his thesis (Ref. 1, pp. 139-143), Stiffler shows 
that the maximum index for the Reed-Muller (16,4) code 
is 2; this implies that the Reed-Muller (16,5) code has 
maximum index 4 2 .  On the other hand, Stiffler (Ref. 2, 
p. 147) provides a comma free vector of index 2 for the 
(16,5) code. 

The maximum index of comma freedom for the Reed- 
Muller (32,6) code is 7. In fact, all comma free vectors 
of index 7 are explicitly determined in SPS 37-46, Vol. IV, 
pp. 2"-226. 

3. The Reed-Muller (64,7) Code 

15. Aris, R., Discrete Dynumic Prograrnmirq, Blaisdell Publishing The maximum index of comma freedom for the Reed- 
Company, New York, 1984. Sluller (64,7) code (call it I , , )  is unknown Stiffler (Ref. 2, 

16. Blake, I. F., and Thomas, J. B., "On a Class of Processes ~ r i s -  PP. 147-156) has established that 1.1 L 10, A 26 and fur- 
ing in Linear Estimation Theory," TEEE Trans. Inform. Theory, nishes there a comma free vector of index 14. It is shown 
~ o l .  IT-14, pp. 12-16, Jan. 1968. below that 16 L I,, L 22 for this code. 

17. Gabor, D., "Theory of Commnnication," Proc. Inst. Elec. Eng., 
Vol. 93, pp. 429441, 1946. 

Since there are 2" (=  P7 + 140,000,000,000,000,OOO) 
cosets for this code, in contrast with the 226 (= P2-@ + 

B. Combinatorial Communication: The Maximum fl,m0,000) cosets possessed by the (3236) code, it should 
be no surprise that the basically enumerative techniques Indices of 'Omma for the High-Data- used (SPS 37-46, Vol. 11, pp. 221-226) for that code are 

Rate Telemetry Codes, of no value here. Instead, using Stiffler's comma free vec- 
1. D. Baumert and H. C. Rumsey, Ir. tor of index 14 as a starting point, a gradient-type com- 

puter search was made on an SDS 930 in the hope of 
1. Introduction 

finding comma free vectors of higher index. This search 
The high-data-rate telemetry project (SPS 37-48, Vol. 11, resulted in the determination of several hundred comma 

pp. 83-130) uses the three biorthogonal Reed-Muller free vectors with index 16, but none of index 17 or higher. 
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(Of course, the search was far from exhaustive.) One such 
comma free vector of index 16 is 

4. The Upper Bound 

Let V = Vh be the h-dimensional vector spsce over 
GF(2). Represent the vectors w t  V as h-bit "words" 
w = {w,, i = 1, . . . , h). If S is a subset of V, write D(S) 
for the minimum weight (=  number of 1's in the vector) 
of the vectors in 5 ;  geometrically, D (S) is the distance 
from S to the origin. Also write D (w) for the weight of 
the vector w. 

Let I be the linear operator on V defined by 

That is, ] shifts w one bit to the right and inserts a zero 
in the first bit position. The operator Jk shifts w k bits to 
the right and inserts zeros in the first k-bit locations. J is 
clearly a singular operator (e.g., Jh EO), but by an abuse 
of the notation write for the operator which shifts k 
places to the left and inserts zeros in the lart k places. 
Finally, let G,. represent the (2", n + 1) bi-orthogonal 
code. The index of comma freedom I,, of the (64,7) code 
can be defined by 

I , ,  = max min D [W + G,, + Jk (W + Gar) + ]k-64 (11; C61)] 
I r € V u  k = l .  

We shall prove that I,;, A 2 2  by considering the case is odd since the vectors in G,, have even weight. Write 
k = 33. The proof proceeds by means of three simple w - w,w, where w, and w, are 16-bit words and assume 
lemmas. (by symmetry) that zu, has odd weight and that w, has 

even weight. There are two cases to consider. First, let 
Lemma I .  Let u: E V,,, then D (w, + GI,) .= 6. It  follows from lemma 1 that 

D (w, + g) = 6 or 10 for any gc GI,. It  also follows from 
D (UI + GI,) 4 6  lemma 1 and the fact that D (w, + GI,) is odd that 

and equality holds if and only if every element of w + GI, 
has weight either 6 or 10. 

D (w, + G,,) 4 5  

Proof. This is an elementary consequence of the stan- Hence, let g e GI, be such that D (w, + g) L 5 .  Both gg 

dard Chebyshev argument (Ref. 2, p. 154) which shows and gg are elements of GQ2 (where g is the compliment 

that of g). Thus 

and equality can occur only if all the vectors in w  + GI,; 
have weight 6 or its compliment 16 - 6. 

Lemma 2. Let w t V,,, then 

D (W + Gs2) 4 12 

Similarly, if D (w, + Gle) L 4 (the other case) let 
g e GI, be such that D (w, + g) 4 4. Then 

Proof. The Chebyshev argument shows that D ( W  + G32) 4 D (W + k g ,  &I) 

1 7 + 4 = 1 1  
Hence, it is only necessary to show that D (w + C,,) = 13 
is impossible. Assume that D (w + C3,) is odd, then D (w) This completes the proof of the lemma. 
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Lemma 3. Let G,,, be any 31-bit code obtained from 
G,, by deleting one of its bit locations. Then for any 
w v31 

Proof. The proof is a simple parity argument. Let 
w'cV,, be the vector of odd weight obtained by filling 
in the "missing" bit of t(:. It follows that 

by lemma 2. But since D(w' + G:,,) is odd, the lemma 
is proved. 

Theorem. The index of comma freedom I,, of the (04,7) 
bi-orthogonal code is at most 22. 

Proof. Let k = 33 in Eq. (1); then 

I , ,  L max D [u: + Go, + J"' (W + Gal) + J-" (W + Gel)] 
w t v u  

(2) 
4 max D ( w  + G,, + p" Ge4 t GO4) 

W f V u  

Let GI be the group generated by the vectors g, = 
(100, . . . , 00) r VG4 and g:,, = IR2gl. Let G be the group 
obtained from I-"'G,, by setting the first and thirty-third 
bits of each vector in ]-?'G6, equal to zero. Finally, let 
G' = J"G,,. Then 

since the vectors x, y are in ]-"I and z is in G,,, where 

Thus, it follows from Inequality (2) that 

L- max D (w + {00,01,10,11)) 
w t v ,  

+ max D (w + Gjl) + max D (w + G,,) (3) 
w 6  Val W f  FJ, 

where G:,, is obtained from G by suppressing the 
1,33,34, . - . ,64 bit positions of G, and Gc, is obtained 
by suppressing the 1,2, . . . ,33 hi' positions of G'. Since 
both G,, and G',, are groups of the type defined in 
lemma 3, we have by that lenrma and Inequality (3), 

I,,, L O  + 11 + 11 = 22 

This completes the proof of the theorem. 

It seems likely that 22 is the best upper bound for I , ,  
that can be obtained by considering a single shift k. For 
example, the distance 22 is attained for k = 17, 47, 31, 
33, 32 and other values of k. To obtain a smaller upper 
bound, it is presumably necessary to consider several 
shifts simultaneously. 
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C. Propagation Studies: A Map of the Venus 
Feature P, S. Zohar and R. Goldstein 

Radar studies of Venus have shown that there exist on 
its surface relatively permanent topographic prominences. 
These features rotate with the planet and return to radar 
view year after year. Because of the peculiar rotation 
period of Venus, the same features return very nearly to 
the same apparent position at the time of closest ap- 
proach. The feature known as P is the "brightest" and 
hence most favorable to observe at these times. Several 
other features are brighter, but are on the other side of 
the disk and are not presented to view until the radar 
range is much larger. 

The feature P, as well as the other prominent features, 
was first located by a technique which is sensitive to only 
one-dimension, radar doppler shift (Refs. 1, 2, and 3). It  
has been established that the reflectivity of these features 
at 12.5 cm is significantly stronger than that of the average 
regions of Venus. They also have the ability to depolarize 
microwaves; that is, if right circularly polarized waves 
are beamed toward Venus, the reflections from the fea- 
tures contain a much larger percentage of right circularly 
polarized energy than the surrounding areas. This indi- 
cates that the features are relatively rough to the scale 
of one wavelength (12.5 cm). However, it is not known 

JPL SPACE PROGRAMS SUMMARY 37-51, VOL. 111 



whether the features are mountains or craters or fields of cf the area. It is a unique map except for a north-south 
boulders or some other such rough formations. ambiguity, i.e., there are tw3 points, symmetric about 

the doppler equator, which have the same values of dop- 
'In order to gain information about the actual size and pler shift and range. The resclts of our earlier studies, 

nature of the region 8, it has been studied with a two- taken over several conjunctions of Venus, demonstrate 
dimensiorlal technique utilizing both range and doppler that the highly reflective areas are actually in the northern 
shift (Ref. 4). The result is a two-dimensional radar map hemisphere. 

Fig. 4. Area of radar map 
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The lwatisn n l  the mapped region, in relation to !.he 
overall surface of Venus, is indicated in Fig. 4 by the 
rrctandr. in its upprr left part. Thc grid of Istitttd~ nnd 
longitrrdt* circles shown hew r~pr~scnts a frame of rrfrr- 
ence characterizd as lollnws: Tl~e Venus rotation vwtor 
piems the surfaw ht latih~de -90°. The zero meridian 
is  the location of the srh-eartlr point at thi- 1W i t~f~rior  
conjunction. 

The map is shown in Fig. 5, where the darker regionq 
represent areas of signifirantly higher than average reflac- 
tivity. T h i s  map was abtnined a? a mcighted average of 
17 prohin~s nf Ventis, r~tilizing the radar capability of 
the Mars dcep spam station 210-ft antenna. These esped- 
mmts wrrp imdluct~d Iwhvrcn A U ~ I I S ~  12 and Sqtem- 
hrr 11, 1 M .  Of the t h m  distinct regions shown here, 
the oilt l w a t ~ d  at latitude 3R ( p )  was mvcred by 10 of 
17 rrhs~rvations. The one at latitude 3S0, previously iden- 
tificd as 8, was covered by six observations, The third 
rrnon :tt Inngitndr -Mr. was mvercd by three prol)ings 
only and s11o11ld tlllrs hr trcatcd with some reserve. pt ld -  
ing fi~rther experimental verification, 

I t  i s  the nature of extended rough ndar  targcbs to shaup 
statistical variation. This is so b ~ i l u s e  vrry small cl~anges 
in aspect angle can causp large changes in refhctcd 

1 " .. 
!* . i 

20 .. , : 
- 4 3  - 35 - 311 - 25 

LONGITUDE. deg 

Fi J. 5, Rmdor map of a Vanus rmgion 
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pwrr .  Hcnce, avcras:.l; over many hlrtrrs oi obsrrvsltion 
are nedetl, to proclrtrt. relinhlr radar maps. 

Some ol the observations have shown a d~tniled stn~c- 
turc for redon P. However, the relatiwly high nnise asso- 
ciatd with thwe nhsewation9 prech~dcs . ~ ' , r i s  use in a 
single ols~rvation map. 
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D. Propagation StudTes: The Variance of 
Scattering-Law Estimates, 0. G. Kelly' 

If {xrj is a randam process repr~senfing mdar e c h m  
from the surface of a planet, it is known (Ref .  1) that thr 
power spectral density P ( f l  of the process can be ex- 
pressed in tcrms of the hockscatter ft~nction F ( 8 )  (!he 
ability of t h ~  surfam to reflect back to the observer a 
signal striking it at angle r l ) ,  The relation is 

w . h m  n (0 < a < 1) is tht rotaticn constant, which can 
be definctl here as the bandwidth of the speetrurn, divided 
hy the n ~ m b f r  oF samples per scconcl. Equation ( I )  haq 

hccn invert4 to ~ i e l d  

Equation (21, in turn. makes it possible t\) estimate the 
backscattvr function hr ekpreasklg P ' w  in terns of the 
cova t i~nm of the protas and by using familiar eslirnates 
for tlw mvarian~-es. 



In this article, we derive asymptotic expressions and Inserting the estimates 
upper bounds for the variance of such an estimate. The 

A N 

estimate is r, = N-I x X,X,+~ 
n=1 

(11) 

A K Y 

F ( 8 )  = N-' *4a2 cos 9 Z w, Ai 2 x, x,,, 
j = 1  n -  1 

(3) in Eq. (9) and truncating the sum in Eq. (9) leads to the 
estimate 

where w ,  and A, are constants described in Subsection 2. 
The result is that as first N and then K tend to infinity, 

A 
var F ( 8 )  - CK2 N-I Ida3 cos2 8 (sin 8)-I P2 (a sin 0 )  Equation (3) is more gen~ral than Eq. (12) because of 

th- introduction of weight factors w,. We shall regard 
(4)  (w,)  as an infinite sequence of real numbers in which the 

terms may depend on K and are zero after the Kth term. 
for 0 < 8 L'47/2, and unifoml~ for 8 bo"d& away from W, make four assumptions about the weight facton: 
zero; 

A (1) w, = 1 for all K 
var F (0) - DKW-L 16a4 r2 P2 (0) (5) 

(2) (w,, - . . , w K )  is a nonincreasing sequence of non- 
and finally, negative real numbers for each K 

h 
var F ( 8 )  L DK3 N-' 16a4 xz cos2 8 max P ( x )  (6) K 

n ~ l & l  (3) lim K-? 2 jwj = C (13) 
K + m  j = 1  

uniformly for 0 6 8 4 x/2. CHere C and D are constants A- 

describing the asymptotic behavior of wj; see Eqs. (13) (4) lim K-= x i2 W? = D 
and (14) below.] ti+rn , - I  

Here C and D are positive constants. 
2. Definitions and Assumptions 

Let (x,)  (i = 1,2, . - ) be a real-valued stationary Note, for example, that w, = . - . = wK = 1, and also 
w, = ( K  - j + l ) /K ,  ( j  = 1, . . . , K), satisfy these as- gaussian process, with E (x,) = 0, var (x,) = 1. Let 
sumptions; in the first case, Eq. (3) becomes Eq. (12), and 
in the second case, Eq. (3) is the arithmetic mean of the 

r1 = 1- j = COV (4, x,, ,) (') ?, and thus tends to the Cesaro sum of the ;\,. 

M7e further assume that the spectral density P ( f ) ,  which 
is an even function off, is continuous on the closed interval 3. Estimate the Variance 

( -1 , l ) .  In the language of Toeplitz matrices (Ref. 2), 

In terms of the covariances. 

.a where x represents the vector (x,, . . . , x ~ + ~ )  and W is the 
P ( f )  = 1 + 2 2 r, cos (njf) 

j = 1  
(8) (N + K) X (N + K) Toeplitz matrix given by 

Differentiating and inserting in Eq. (2j yields Wkr = (A! + K) N-' 4a2 cos 8 w ~ - ~  Al-k (16) 

.., (Here we take w-, = u,, and A-j = Aj.) 
F ( 8 )  = 4a2 cos e 3 ~ ~ r ,  

j=1  
(9) 

We can express W m terms of its "Twplitz kernel" w ( A )  

where (see Ref. 2, pp. 16-19) as follows: If 

m 

Ai = j sin (*if) (p - a2 sin2 8)-% df (10) W ( A )  = (N + K) N-l*4a2cos8 x tokAkeikA 
a s l n r  /" k = - m  

(17) 
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Combining Eqs. (19), (20), aqd (21) gives 

A (''I var F ( 8 )  -- In (N + K)]  

Applying the results in Ref. 2, pp. 217-218, we obtain If we define 

where A,, . . , A\+K dre the eigenvalues of (N + K)-' RW, and replace y by ~x in Eq. (22), we obtain 
R being the covariance matrix given by R k l  = r, 

A 

Now using the results in Ref. 2, pp. 219-220, we find var F ( 8 )  z 64N-' a4 cos2 8 (24) 

S + K 

or, since P and A are even functions, 
(N + K)-1 CA? - (%)-I ( N  + K)-? 

A 

(20) var F (8)  - 128N-I a4 cos2 8/:' P' (x)  A2 (x )  dr (25) 

as N -+ ra , where 
30 The results of Eqs. (4), (5), and (6)  will be obtained from 

x 
r ( x )  = Crketb -- P -  (21) 

Eq. (25) by asymptotic evaluation of the integral in that 
71. expression. 

k : - . 9  

4. Proof of Eq. (4) 

We suppose B is a nonzexo angle. Substituting f = a sin 8 sec x in Eq. (10) gives 

A, = il (='l)- sin (nja sin 0 sec x) see x dx 

Denote the zeroth-order Bessel functions of the first and second kinds by J, ( 2 )  and Y, ( z ) ,  respectively. Then Ref. 3, 
p. ,30, Eq. (5) gives 

TI'  

I , ,  ( z )  -+ iY,, ( z )  = - = - I  .2i sec x dx 

From this, we get 

sin (nja sin 0 sec x) sec x dx 

Integraticn by parts gives 

T / 2  

sin (ria sin 8 sec x) sec x dr = (ria cos 8)-I cos (ria) + (ria sin 8)-I [ n / 2  cos (nja sin 8 sec y) csc2 y dy  (29) 

Furthermore, as k -+ co , 

Jo  (nka sin 8 )  cos ( A x )  = (n2 ka2sin 8)6 [cm (rkx)  cos nka sin 8 - - + ~ ( k - I )  
4 "> I 

..I, 
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[Ref. 4, p. 364, Eq. (9.2.1)]. Hence, since A (x) + w as K -+a, we can write 

with 

Now using 

f (x) = (2a sin 0)-% w, (j)u cos (air) cos 

j = 1  

(na cos 0)-l w ,  cos (ajx) cos (a ja) C j = 1  

cos ( r ia sin 0 sec y) csc2 y dy 

j = 1  

we see that 

And, since cos2 a = (1 + cos 2a)/2 and 

we have 

CK2 - 
8a sin 0 

Now Eq. (3) will follow from Eq. (25), Eq. (34), and The u, are non-negative, and 

6' P. (x )  A. (x )  dx r p2 (a sin 0) A' (x) dx I' (35) 

On account of Eq. (34), we can grove Eq. (35) by showing 

Inserting this into Eq. (23) gives 
K - Z ~ '  A' (x) [ p2 (x) - P (a sin o ) ]  dz + o (36) 

K 

Now define A (x) = vi .4*,(x) 
i - 1  

(39) 

0. = w .  - w a i t 1  i = l ,  . - . , K - 1  
(37) where A: (x) is the same as A (x), except that the wj do . , 

V K  = wx not appear, and summation exte~ds to i instead of to K. 
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Ttriis, Eq. (36), which is what we are trying to prove, can be rewritten 

Schwar~' inequality implies that Eq. (40) will follow from 

K ,  [ A ( x )  P (x) - P2 (a sin 0) 1 dx + 0 
I - 1  I" 

And for this, it is sufficient to prove 

We thus complete the prodf of Cq. (4) Ly showing Eq. (42). 

We have the following four relations: for 0 4 x 4 1, 

K,ifx-=O 

, uniformiy for x bounded away from 0 

- E 3  + o ( m ) , i f x  = O  

j = I  O(KM), uniformly for x bounded away from 0 

0,ifx = 0 
( j)H sin ( a j ~ )  = 

i = 1  
O(KYI), uniformly for x bounded away from 0 

L:;:,-e cos (ria sin I3 sec y) csc2 y dy = O(i-') 

(Eq. 45 may be seen using integration by parts.) From these, it follows that 

A*, (a) + g (a) (2aa cos 0 )  -' K (47) 

A> (x) = O(K44) uniformly for x bounded away from 
a sin I3 and a 

Now let e > 0 be arbitrary and choose 8 > 0 small enough that I P2 ( x )  - PZ (a sin 13) I < c when I x -- a sin 8 1 < 8. 
Then write the integral in Eq. (42) as the sum of integrals over the regions 

Examination of each of the five integrals separatelv reveals that the limit of the left side of Eq. (42) is less than c. This 
completes thc proof of Eq. (4). 
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5. Proof of Eqs. (5) and (6) 

When 0 = 0, Eq. (10) becomes 

A, = ila f - I  sin (nif) d f  (48) 

Writing this as the integral from zero to infinity minus the 
integral from a to infinity, and using integration by parts 
on the latter integral, we obtain 

Hence, 

and 

So to prove Eq. (5) ,  it suffices to show 

Using the same argument as above to dispose of the w,,  
we find that it suffices to prove 

We have 
K 

A: (r) + - (I) C i cos (sir) 
j = 1  

(%,ifx = o 

= i O(K), uniformly for x 
bounded away from 0 

(54) 

Again let E > 0 be arbitrary, choose S so that 

when 1x1 < 6 ,  and examine Eq. (53) as the sum of inte- 
grals over (0,S) and (6, l) .  The limit of the left side of 

Eq. (53) is thus seen to be le:.s than c; this completes the 
proof of Eq. (5) .  

To prove Eq. (6) ,  note that by Eq. (28) we have 

asymptotically and uniformiy in 0 ,  since the integral in 
Eq. (28) is O(1). Hence, 

Thus, 

and Eq. (6)  follows from Eqs. (57) and (25). 

6. Example 

To illustrate the estimates derived above, we use a 
Venus radar spectrogram obtained on September 30,1967. 
On that date, the round-trip time of a radar signal from 
Venus was 398 s. Five round-trip runs were made at a 
sampling rate of 235.8 samples,/s: a total of N = 469,242 
observations. From these, K = 64 estimated correlations 
A r ,  were computed, and the backscatter function F (0)  was 
estimated for 0 L 0 L ~ / 2 .  The weight factors used were 
the so-called "hanning window" 

1 1  ir 
" ]  = - + - COS - 

2 2 N + l  

Evaluating Eqs. (13) and (14) for these oj gives 

The bandwidth of the spectrum is 34 cycles/s; expressed 
in terms of the sampling rate, we get a rotation constant 
of a = 34/235.8 0.1442. 

The backscatter function was estimated for values of 8 
between 0 and ~ / 2  in increments of n/128. We have com- 
puted the values of the estimates in Eqs. (4) and (6) for 
these values, using of course Eq. (5) instead of Eq. (4) 
for 6 = 0. 
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It was found that for 8 = n/128, the estimate in Eq. (6) 3. Luke, Y. ,  lr~tegrals of Btwel Ftrnctions. hfccraw-Hill Book Co., 

is smaller than that of Eq. (4); for all other nonzero values New York. 1962. 

considered, Eq. (4) is the better estimate. 4. Handbook of hiathematical Frrnctiom. Edited by M. Abramowitz 
and I. A. Stewn, National Bureau of Standards, Washington. 

h h D.C.. 1964. 
Table 1 shows values of F (6) and o (8) = [var F (8)]"$ 

for some of the above-mentioned values of 8. The func- 
tion w (8) is taken from Eq. (5) in the case of 8 = 0, and Table 1. Experimental backscatter function values 
from Eq. (4) in all the other cases shown. for values of angle 8 

A 

A Figure 6 is a graph of the three functions F (8) and 
F (8) -t a (8) versus the angle 8. 
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E. Co~tmunications Systems Development: Design 
o* One- and Two-Way High-Rate Block-Coded 
Telemetry Systems, W. C. Lindsey 

1. Introduction 

Previous work (Refs. 14)l has established performance 
characteristics and trends required for the design of one- 
way and two-way, phase coherent, uncoded communica- 
tions systems. More recently, considerable interest has 
developed (SPS 37-48, Vol. 11, pp. 83-91) in applying 
known techniques and theories, evolved over the .last 
few years, to the mechanization of block-coded communi- 
cations systems for deep space applications. Such words 
as "high-rate telemetry (HRT)," implying data rates in 
excess of a few thousand bits per second, and ''system 
software" are becoming a part of the vocabulary of every 
communications design engineer faced with advancing the 
technology of deep space communications. For example, 
a major objective of the Mariner Mars 1969 missions is 
to obtain television pictures of Mars by applying the 
theory of block coding to the development of a 16,200- 

o 7 ;b' ; bit/s telemetry system. The HRT system is a modification 
8 

of the basic digital telemetry system used on Mariners N 
8 and V. The primary difference is that the data detection 

Fig. 6. Experimental backscatter functions vs angle 0 process is more efficient. 
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Discussed here is the performance of one-way and 2. System Model 
two-way phase-coherent communication systems which 
employ double-conversion superheterodyne phase-locked Before we proceed with the analysis, a functional de- 
receivers preceded by a bandpass limiter to track the scription of the system illustrated in Figs. 7 and 8 will 
modulation. Such a setup is useful in testing, predicting be given. Briefly, the data to be transmitted is assumed 
performance, and evaluating the design of such systems to be block-encoded into binary symbols. Each code word, 
prior to and after launch. The notation and terms used say xl  ( t ) ,  2 = 1, . . . , N, to be transmitted, is made comma- 
herein are those established in Refs. 1-4. free (Ref. 5) by adding an appropriate comma-free vector 

i~g. 7. Transmitter characterization 

- F 

Fig. 8. Receiver characterization 
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to facilitate word synchronization at the receiver. The 
code symbols, appearing at the modulator in the form of 
a binary waveform, are used to biphase-modulate a 
square-wave data subcarrier (Ref. 3), say S (t). The modu- 
lated data s~~bcarrier (Refs. 1 and 2). in turn, phase- 
modulates the RF carrier c (t), which is then amplified 
and radiated from the spacecraft or vehicle antenna 
(Ref. 3) as [ (t). 

On the ground, a double-conversion superheterodyne 
phase tracking receiver is used to track the observed RF 
carrier component, thus providing a coherent reference 
for synchronously demodulating the subcarrier. The re- 
ceived signal is denoted by 7 (t); see Fig. 8. Due to the 
fact that this reference is derived in the presence of white 
gaussian noise, a single-sided spectral density N,,? watts 
per cycle per second, there will exist phase jitter due to 
the additive noise on the down-link (Refs. 1-3) and, if the 
system happens to be two-way locked (Refs. 1 and 2), 
the additive white noise, which is assumed to be white 
gaussian noise with single-sided spectral density of N, , ,  
watts per cycle per second on the up-link, also exerts 
another component of phase jitter. 

In the following discussion, we shall be concerned with 
predicting system perfo~aance in both situations. The 
results are extremely useful in designing systems which 
must operate with narrow performance margins (margin 
denoting the number of decibels in excess of the sum of 
the negative tolerances in equipment performance). For 
deep space telecommunication links, the sum of the nega- 
tive tolerances is t:rpically 4 to 6 dB. Experience has 
shown that requiring the design to txceed the sum of the 
negative tolerances is slightly conservative; hence, reduc- 
ing excess margin results in a much "tigliter" or a less con- 
servative design. 

At the receiver (Fig. 8) a subcarrier tracking loop 
(Ref. 3) is assumed to exist for the purposes of providing 
subcarrier sync. In practice, phase jitter also exists on this 
reference; however, this phase jitter may usually be made 
negligibly small by designing a very narrowband sub- 
carrier tracking loop (Ref. 3). Finally, word sync can be 
derived at the receiver by making use of the comma-free 
properties of the transmitted code (Ref. 5). Thus, the nec- 
essary timing inf~rl- .~ Yon is provided for triggering the 
cross-correlation dctector in Fig. 8. The output data is 
the recovered bit stream and may be recorded for the 
data user. 

We assume that the code words, xl  (t),, 1 = 1,2, . . . , N 
representing sequences of kl 's,  occur with equal proba- 

bility, contain equal energies, and exist for T = kTb =- 2kT, 
seconds. Here, Th is the time per bit, the reciproca; of the 
data rate &I?, T ,  is the time per code word symbol, and n 
is the number of kits per code word. Thus, the transmitted 
waveform may be represented by 

t (t) = (2P)"ssin [ ~ t  + (cos-' m) z l  (t)] (1) 

where P is the total radiated power, and m is the modula- 
tion factor which apportions the total power between the 
carrier component and modulation sidebands. In Eq. (l),  
the waveform zl (t) = xl (t) S (t), 1 = 1,2, . . . , N, where 

(t) is the code word, in the form of a sequence of k l ' s  
to be transmitted, and S (t) is the unmodulated data sub- 
carrier possessing unit power (Fig. 7). Since S (t) is a 
sequence of +-l's, ZI (t) is also a sequence of -el's. 

Assuming that the channel introduces an arbitrary (but 
unknown) phase shift 8 to [ (t) and further disturbs 4 (t) 
by additive white gaussian noise n, (t) of si.igle-sided 
spectral density of No,  watts per cycle single-sided, one 
observes at the input to the receiver (Fig. 8) 

7 (t) = (2P)'s sin [wt + (cos-I m) zl (t) + B ]  + n, (t) 

(2) 

when operating in a one-way locked condition (Ref. 1). 
If the recdver is operating in a two-way locked condi- 
tion (Ref. l), then the input to the receiver of Fig. 8 is 
taken to be 

( t )  = (2P)lh sin [ot + (cos-' m) z l  (t) + $1 + 81 + n2 (t) 

(3) 

A 
where 8,  represents phase modulation due to the uplink 
additive noise (Ref. l ) ,  i.e., noise introduced in the space- 
craft transponder. 

In either case, denote the output of the receiver's 
voltage-controlled oscillator by 

r (t! = 2% cos [,t + &I (4) 

where 8?, is the estimate of the phase of the observed 
carrier component. Multiplying 7 (t) by r (t) and neglect- 
ing double frequency terms, it can be shown (Ref. 1) that 
the output y(t) of the receiver's carrier tracking loop, 
which is the input to the data detector, is given by 

Y (t) = S'h zr (t) cos + + 71: ( t )  (5) 
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where S = (1 - m2) P, rn" P . / P ,  P,, is the power remain- loop design point. The parametei wl,,, is defined by 
ing in the carrier component at frequency f = o/2a, and 

A 
(p is the receiver's phase error, i.e., +A= 0 - O2 if one-way 
lock is assumed, and 4 = 0 + 8 - 0 ,  if two-way lock is 
assumed. The ?robability distributio~~ of the phase error (P 
is important in determining overall system performance. 
In the next two subsections, we present a model for this 
distribution when bandpass limiters precede the carrier 
tracking loop. 

3. Probability Distribution for the Phase Error 

a. One-way link. To characterize the distribution p, (4) 
requires considerable elaboration (beyond the scope of 
this article) on t1.e response (signal plus noise) of a phase- 
locked loop preceded by a bandpass limiter. However, the 
distribction may be modeled on the basis of experimental 
and theoretical evidence given in Refs. a. From these 
references, the distribution for p ,  (4) is approximated in 
the region of interest by 

where 

and the parameters wLo, rl,, and {L are defined from the 
closed-loop transfer function 11, (s) of the carrier track- 
ing loop, 

The loop bandwidths are conveniently defined by WI,  and 
bI, through the relationship 

Substitution of Eq. (8) into Eq. (12) yields 

The relation wLl, = 2bL,, can be defined in a similar way. 
Thus, Eq. (13) becomes 

This is the usual definition of loop bandwidth employed 
by practicing engineers. The factor r is approximated 
(Ref. 6) by 

where p,, is the signs!-to-noise ratio at the output of the 
receiver's IF amplifier, i.e., 

1 + (+E) s 
-- 2Pl 

H ,  (s) = - N,wrt (16) 

To + 1 S., 
(8) 

+ (5) + -: (z) The parameter I U H  is the two-sided bandwidth of the sec- 
ond IF amplifier in the double-heterodyne receiver. In 

Here, IL is taken to be the ratio of the limiter suppression one-sided bandwidth notation, wH = 2bH and 
factor a. at the loop's design point (threshold) to the 
limiter suppression, say 9, at any other point, i.e., p = a,/a.  PC 
This assumes that the Elter in the carrier tracking loop is =N,,brc (17) 
of the form (Fig. 8) 

1 + 7,s The parameter pH is also the signal-to-noise ratio at the 
F2 (s) = - (9) input to the bandpass limiter. 

1 4- 72 S 

in which case The remaining parameter to define is the factor p=ao/a. 

It can be shown that limiter suppression a is given by 
(lo) 

71 

a = (z)" ( y  )" exP ( - $) [ I ,  (5) + I ,  (%)I 
and K is the equivalent simple-loop gain (Ref. 6). The 
subscripts 0 ref& to the valuks of theparameters at the (18) 
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where I,,, (z), m - 1,2, is the modified Bessel function of 
argument z and order. To specify a,,, the parameter pi ,  is 
rewritten as follows: 

where 

In practice, the parameters of the carrier tracking loop 
are specified at the loop design point or threshold. If the 
design point is defined as z,, = y,, = constant, then the 
parameter a,, is given by 

Therefore, it is clear that system performance depends 
upon the choice of y,,. In the Deep Space Network, this 
choice is usually y , ,  = 2 so that 

or, equivalently, 

at the design point. Here N o  = kTO, k is Roltzmann's con- 
stant, and T" eqilals the syitem temperature in degrees 
Kelvin. 

b. Two-way link. In crder to characterize the proba- 
bility distribution p, (4) for the phase error in a two- 
way link, one must consider the up-link parameters and 
the mechanization of the transponder in the spacecraft 
(Ref. 1). As before, the characterization of p, (+) requires 
considerable elaboratioli (beyond the scope oi this article) 
on the response (signal plus noise) of phase-locked loops 
in cascade. Certain theoretical and computer simulation 
results (Ref. 9) are available for explaining the nonlinear 
behavior of loops in cascade. The characterization which 
follows is predicated upon the work reported in Ref. 9 
and that contained in Ref. 1. In the following discussion, 
we introduce the following notation: a subscript "1" refers 
to up-link parameters and constants associated with the 

spacecraft transponder mechanization, while a subscript 
"2" refers to down-link parameters and to constants associ- 
ated with the mechanization of the ground receiver. 

The generic form discussed in Refs. 1 and 9 for p, (cp) is 
given by 

where the definitions of p, and p2 follow. The parameter 
p ,  equal to pL in Eq. (7) becomes, in the new notation, 

and 

where the zero subscripts refer to the parameters at the 
loop design point. The parameter w,,, replaces the design 
point loop bandwidth WL,, in Eq. (1 1) and is defined by 

when the loop filters are of the form as given in Eq. (9) 
with replaced by r , ,  and r z  by r, , .  The parameter r, is 
defined in Eq. (15) by adding the subscript " 2  to all sym- 
bols. Likewise, Eqs. (18) and (21) define the limiter sup- 
pression a,, and a,,,, respectively, by adding the subscript 
"2" to all symbols and 

In Eq. (28), we have dropped the "L" subscript on bL, and 
replaced it by "2." 'The remaining parameter to define is 
the variable pl, which is given by (Ref. 1) 

where G, the static phase gain of the spacecraft trans- 
ponder, is determined by the ratio of the output frequency 
to the input carrier frequency. The limiter performance 
factor is defined in Eq. (15); however, the parameter pH1 
is now defined by 
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where will is the two-sided bandwidth of the semnd IF amplifier in the spacecraft receiver, and btjl is the one-sided 
bandwidth. The function K (k,, k,, p) is given by 

k, (2 +kt)  + 2(k1 + k, + 2)(p + P2) + k2(2 + kz)Pa 
(k" k29  - [ k; t -  Pk,p + 2 (k, + k2yktk , )  /3' + 2k2B3 + kip4 I 

where 

with n = 1,2. Now a,,,, is defined by either the design 
point in the carrier tracking loops of the traqonder, 
n = 1, or ground receiver, n = 2, through 

( YI.;".) [*( ,  ( y) + l1 (?)I X exp - - 

4. System Performance 

a. Conditional word-error probability. The problem of 
evaluating system performance is described as follows: 
The ontput of the carrier tracking loop is given by Eq. (5). 
For k-bit orthogonal codes, the optimum decoder consists 
of 2h cross-correlators whose outputs C ( j ) ,  j = 1,2 . . . Zk, 
arF! 

C ( i )  is greatest. The output of the decoder will be those 
k bits which, if encoded, would produce this i, (t). 

Since 2k crors-correlators are required to decode a k-bit 
orthogonal code, the complexity of the decoder beconles 
impractical for k of about 8 or greater. Also, the com- 
plexity of the decoder and the maximum bit rate at which 
the decoder will operate are major factors in the design 
of the decoder. This article does not outl'fie or investigate 
techniques for reducing the decoder complexity or for 
increasing the maximum bit rate at which the decoder will 
operate. The interested reader is referred to material con- 
tained in Koerner (SPS 37-17, Vol. IV, pp. 71-73) and 
Green (SPS 37-39, Vol. IV, pp. 247-252). 

The conditional probability of correct word detection, 
P, (+), is shown (Ref. 3) to be given by 

1 
P. (k. $1 = 1: p- exp (- G )  ddx 

where 

An = (2kRn)'h cos g 1 

and W, = T,,,.k = number of bits per code word. The 
subscript n = 1 is for one-way lock, while n = 2 implies 
two-way lock, 

For biorthogonal codes of k bits per word, the proba- 
bility of correct reception of a word, conditioned upon a 
particular phase error, is given by Ref. 3 as 

c ( j )  = IkTb y (t) *, (t) (29) exp (- $) cix 
0 

9 ) (2.)l,4 

where Ta is the transmission time Der information bit. 
Once the-set {C ( j ) )  has been determined, the most prob- * 1 
able transmitted word corresponds to that xj (t) for which - exP (- $) dy ] "-' (32) 
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where A ,  is defined in Eq. (31). The probability of a word 
rrror, conditioned upon a fixed value of ;,, is, of course, 

For convenience, when n = 1 we will drop the subscript 
on A. 

b. Average word- aad bit-error probability. To obtain 
the average word-error probability PE (k), one averages 
Eq. (33) over the phase-error distribution. Thus, 

where p, (4) is given in Eq. (6) for one-way lock, and 
p, (+) is defined in Eq. (23) far two-way lock. Substitution 
of Eqs (6) or (23) and (30) 01 (32) into Eq. (34) yields 
integrals which generally cannot be evaluated analyti- 
cally; however, numerical integration by an IBM 7090 
computer is possible. 

In certain cases of practical interest, the bit-error prob- 
ability is of importance. For k-bit orthogonal ccdes, the 
bit-error probability is (Ref. 10) 

while for k-bit biorthogonal codes the total bit-error prob- 
ability is (Ref. 10) 

l C O t  '"I I 1 1 1 1  I I l l  

t . 6  

Fig 9. Word-et~or probability vs signal-to-noise ratio R 
for various va!ues of the signal-to-noise ratio x 

(k = 6, one-way) 

where P, (k) is given in Eq. (34) for orthogonal codes, and Space Network, i.e., so = 2, yo = 2, and y = 1/40. Clearly, 
P2 (k) is given by Yq. (34) for biorthogonal codes. as x approaches infinity, i.e., the case of perfect RF sync, 

the deleterious effects of a noisy phase reference dis- 
appear and perfect coherent detection is possible. 

5. Design Results 

Since the integrals in Eq. (34) cannot be evaluated 
numerically, integration by an IBM 7090 com9uter 
yielded the results, for one-way lock, illustrated in Fig. 9 
for code words containing k = 6 bits of informatioll. Thtse 
figures depict word-error rates versus the signal-to-noise 
ratio in the data for varicus values of the signal-to-noise 
ratio x in the design point bandwidth of the carrier track- 
ing loop. Clearly, system performance depends upon the 
choice of a design point y,  in the camer tracking loop. 
For purposes of presentation, the choice is taken to be 
that which corresponds to the design point in the Deep 

In the case of two , ay lock, system performance for 
k = 6 bit orthogonal codes is illustrated in Fig. 10 for 
p, = 20 and various values of x,. The same carrier track- 
ing loop design point is used for this caqe as was used for 
the one-way lock case. Notice that in this sequence of 
figures as the signal-to-noise ratio in the ground receiver's 
design point loop bandwidth, x, increases without limit, 
the deleterisils effects of the up-link noise introduce an 
irreducible error probability. This irreducible error de- 
p n d s  upon the amount cf carrier phase jitter introduced 
by the vehicle's camer tracking loop. This irreducible 
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Fig. 10. Word-error probability vs signal-to-noise 
ratio I, for various values of the qignal-to-r.c:se 

ratio x ,  (k = 6, p, = 20, two-way) 

eFmr probability can be made arbitrarily small by increas- 
ing the upiink transmitter power. In fact, it is easy to 
show that the irreducible error probability, say Pi, (k), 
is given by 

Pi. jk) = lim PI (k) = 2 L 2  pn (9) d+ 
R-r rn  

which is the probability that the phase error exceeds n/2, 
i.e., P 7b > n;:]. This says that P!, is independent 
of the d e ,  and it depends only upon the design of the 
carrier tracking loops, the available power in the carrier 
components, and the channel noise. Th;.., fa. given chan- 

nel conditions and fixed loop parameters, large transmitter 
output power capability is certainly desirable. 

For k A 5, the performance of a block-coded digital 
communication system using biorthogonal codes is essen- 
~ially the same as one that uses orthogonal codes (Ref. 10). 
Henc,. for k A 5, the results presented can be applied 
to the design of systems whose code dictionaries are 
biorthogonal. 
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F. Communications Systems Development: A 
Disital Demonstration of Sequential Decoding 
and Compariscn With Block-Coded Systems, 
P. Stonek 

1. Introduction 

Sequential decoding of tree-coded data is theoretically 
a highly a c i e n t  scheme on a wide variety of channels. 
Specifically, both high information rates (bits per symbol) 
and high data rates (bits per second) may be achieved 
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with low-error probabilities and modest equipment invest- 
ment. Basic information on sequential decoding is con- 
tained in Ref. 1; the interrelations of the physical features 
of a theoretical communications system for the gaussian 
noise case are shown in Ref. 2. To determine the feasi- 
bility of sequential decoding, using a general-purpose 
digital computer in the role of decoder, and to discover 
realistic operating parameters for such a scheme, an exten- 
sive simulation was conducted using these theoretical 
techniques for the discrete memoryless case. 

This article describes this simulation ard compares 
sequential decoding with other schemes that might be 
applied to the same communications system. One such 
scheme is the maximum likelihood decoding of orthogonal 
and biort:logonal block codes at corresponding informa- 
tion rates and on a simulated channel model derived from 
a discrete time version of the gaussian channel within 
5-dB of capacity. For this case, it is shown that sequential 
decoding exhibits an undetected bit-error probability at 
least several orders of magnitude less than that of these 
optimum block codes. 

This advantage is partly offset in a real-time decoding 
system by the appearance of erasures in the output data 
at a rate entirely dependent on the decoder's speed com- 
pared to the data rate. It will be seen that such erasures 
may be recovered simply by increasing the decoder's 
speed, and that for a constant erasure rate, a speed in- 
crease of ten times allows a signal energy-to-r~oise ratio 
decrease of nominally : dB. Moreover, even if a. reason- 
able and nearly optimum erasure strategy is adopted for 
Siock decoding, the undetected bit-error probability u a 
function of the block erasure probability and cannot be 
reduced to that observed for sequential decoding unless 
an erasure rate of 50X, or more is allowed. The erasures 
from block decoding cannot be recovered without a cor- 
responding increase in undetected bit-error probajility. 

2. Comparison of Optimum Systems 

For an arbitrary, binary-input discrete memoryless 
channel with inputs f l ,  outputs yk, 1 4 k 4 K, and tran- 
sition probabilities p [yk 1 5 11, a block code with t code 
words XI, . . . ,X t  of block length n can be found for 
which an optimum decoding procedure allowing erasures 
produces errors and erasures which satisfy 

and 

An optimum decoder mi~.imizes expected error prob- 
ability given equally like!y input probabilities for each 
code word. The probabilities in these ineqt~alities are 
given per code word, and such a code has an information 
rate R, defined by R = (log t ) /n .  The constant A does not 
depend on the code, and the exponent functions are 
defined by 

E* (R) = max { E , ,  (p) - pR) , R 
l ) < p G I  

where 

The uumber E,  (1) is also called R,.,,, and the upper and 
lower bounds satisfy E ,  (R) 4 E* (R) with equality when- 
ever R 1 &,it. That rate for which E,  (R) = E* (R) = 0 
is channel capacity. Further important rates are defined 
by Rp = E,, (p)ip. These exponents and their interpreta- 
tion are thoroughly explained in Refs. 3 and 4. The lower 
bounds are "sphere-packing" and cannot be transgressed, 
while the upper bounds are obtained by randomkwding 
arguments and merely assert the existence of codes with 
the prescribed error behavior without exhibiting any. The 
probabilities, p [error] and p [erasure], are c ~ d e  word 
error and erasure probabilities after symbol and word 
synchronization is achieved. 

For the same channel, a tree d e  of constraint length v 

bits and rate R = r / B ,  for integer B, can be mechanized 
with Y shift registers and B adders (Ref. 2). Viterbi (Ref. 5) 
shows that, if an optimum decoding procedure is used, 
the error probability per bit in a sufficiently long tree 
code is bounded as 

where 

Moreover, Yudkin (Ref. 6) has shown that, if the Fano 
algorithm (Ref. 2) is used for seque~tial decoding, the 
undetected bit-error probability is exponentially upper- 
bounded with the same expoRnnt. Hence, if tho informa- 
tion rate is R,,,,, Fano's algorithm will ~roduce fewer 
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than N 2 ' bit errors in dewding a tree of N bits (01 NB 
channel symbols). For a fixed infonnation rate and a fixed 
channel, Eqs. (1). and (2) show that performance of a 
block-coded system can be improved only by increasing 
block length, a situation which quickly leads to unaccept- 
able impracticalities. For a tree-coded system at the same 
rate on the same channel, periormance is improved, ac- 
cording to Eq. (6), by increasing constraint length. TI ere 
is little difficulty in using long constraint lengths in prac- 
tical decoders for tree-coded systems at high information 
r~tes. As an example, doubling the constraint length would 
increase the decoding program hsed in this simulation 
study by an average of six machine instructions executed 
per branch; whereas for fixed constraint length, lower- 
ing the information rate requires a significantly larger 
memory, but no increase in executed instructions for 
decoding. 

As p increases, the rates Rp decrease. The exponent 
function E* (R) can be obtained as the convex hull of the 
family of straight lines of slope - p  which intercept the 
R-axis at R,. At capacity, o = 0; at R, . ,  ,,,, p = 1. Geomet- 
rically, it can be seen that optimum tree codes enjoy a 
significant advantage over optimuin block codes of the 
same rate, on the basis of error probability per bit. For 
example, if chan;:el capacity is %, an optimum block code 
of infonnation rate R,,,, and n = 50, an unbelievably 
enormous number for a practical system, has a bit-error 
rate greater than 2-?" while an optimum tree code of the 
same rate with constraint length 35 and tree size 1024 bits, 
not at all unreasonable parameters, has a bit-error rate 
less than 2-25. 

3. The "Optimum" Decoders 

In the event that code words are equally likely, a 
maximum likelihood decoder can be shown to be error- 
minimizing. For given code XI, . . . , X', each X' of length 
n, a maximum likelihood decoder will produce the code 
word X w5en Y is received if 

Instead of such a decoder, it will be convenient to con- 
sider one which, for fixed o, p~oduces X in case 

gained by assuring that X is more likely than its nearest 
competitor by at least some fixed amount, predictable 
111 advance. 

Because or the various probability assumptions, Eq. (9) 
can he rewritten 

where y, is the ith coordinate of Y, as are xi and x: of X 
and X', respectively. Note that if xi = x:, the ith summand 
is 0. Since :he code words are written in the alphabet 
{ + 11, the decoding rule becomes 

-- 
t, ti, 

and a mechanization is visualized as in Fig. 11. The era- 
sure parameter u and the strategy in using it will be taken 
up later. 

Two things are of importance here. First, according to 
Eqs. (1) md (2), the only way to improve error perform- 
ance in the optimum case is to increase blnck size, reduce 
information rate, or increase the erasure threshold. The 
erasures produced by the d e d e r  of Fig. 11 cannot be 
recovered by other changes within that syetem. Secondly. 
the box in that figure labeled "comparison test" contains a 
number of operations which are exponentla1 in block size 
and such a decoder, even as a special-purpose device, will 
limit data rate. Hence, the optimum decoder becomes 
less than optimum in the ordinary meaning of that word. 

and which has no output if no X satisfies Eq. (9). This 
latter event is called erasure and the coilstant A of Eqs. (1) 
and (2) becomes then 2-0p/(1tp', where p is a solution of 
Eq. (7), and clearly depends on the decoding strategy. 
By using Eq. (9) instead of Eq. (8), extra reliability is 

1 I CODE WORD X' I I 

Z xit lop 7 7 .;:;i:,#j 1 
Fig. 11. Maximum likelihood decoder block diagram 
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To the extent, then, that practical considerations limit 
block size, information rate, and so on, a coding-decoding 
scheme which produces error and erasure statistics satis- 
fying external requirements ought to be the design goal. 

4. Theoretical Parameters of Sequential Decoding 

The principal problem in designing a tree-coded 
sequentially-decoded communications system relates to 
the variable decoding time per bit (or b!ock of bits) and 
the relative persistence of long tree searches. Berlekamp 
and Jacobs (Ref. 7) have analyzed this search problem for 
any sequential decoding algorithm and estimate the dis- 
tribution function of the random variable C, which is the 
average number of branches examined in decoding a 
block, as 

where D is a constant depending on the decoder, and p 

is found again by solving Eq. (7). In deriving an expres- 
sion such as Ineq. (12), it is typically assumed that the 
decoder has made no previous mistakes, that searching 
c~ntinues as long as required, and that no errors are com- 
mitted. One branch examination is called a computation. 
and, since a computation time depends on the decoder's 
speed and the efficiency of its programming, the data rate 
must be chosen in light of this constraint. 

To operate effectively, a sequential decoder must have 
a s p e d  advantage in co~nputation time over data rate; 
i.e., it must be able to search sevcral branch paths to 
modest depth during a single bit time. To accommodate 
longer searches, an effective countermeasure to the vari- 
able decoding time is a temporary storage buffer for 
incoming channel symbols. This would allow consider- 
able searching of likely paths to a significant depth, while 
the sseed advantage would allow "catching-up" after a 
difficult portion of the correct path. This problem is dis- 
cussed in Ref. 8. If the decoder lags behind incoming 
symbols further than butier size while searching, subse- 
quent incoming symbols are lost and decoding cannot 
proceed. By comparing Eq. (6) with Ineq. (12), it will be 
seen that this eyent, viz., buffer overflow, is far more likely 
to occur than an undetected bit error. Since buffer over- 
flow terminates decoding and since such an went will 
eventually occur, some method of restarting decoding 
after overflow must be devised. 

If the data stream is divided into biocks of fixed size 
and a known sequence inserted between blocks, then 
buffer ovcrflow will terminate decoding only within the 
block in which ovi low cccurs and the decoder can be 

restarted at the beginning of the next block. The output 
of such a scheme would consist of decoded bits and occa- 
sional blocks of erasures. It  is important to note that these 
erasures resulted from the inability of the decoder to 
search enough paths in time. Hence, if the incoming data 
were recorded for decoding later, much of the erased 
information could be recovered, nearly error free, by an 
off-line decoder which would be gken as much search 
time as needed for decoding. No such comparable proce- 
dure is available for block decoding. 

Colistraint length for tree codes is defined as tlte small- 
est number 19 such that two branch paths, anywhere in 
the tree, which have a segment of v ransecut-Lve branches, 
anywhere on each path, corresponding to identical seg- 
ments of v information bits will encode sulsequent bits 
identically. Therefore, a sequential decoding algorithm 
such as the Fano algorithm will commit an error if it 
accepts a wrong path as most likely for at least one con- 
straint length. If this is the case, the decoder will produce, 
most likely, v bits in error. By varying 7, two extreme 
situations become apparent. For very large V, essentially 
no enors are made and the decoder performs as predicted 
by Ineq. (12). For small V, errors are made. but the 
decoder accepts paths more freely and so decodes faster. 
This latter possibility can be used to advantage in the 
real-time scheme combined with off-line decoding of era- 
sures, as outlined above. Again, the desigl~ criteria is a 
reasonable output data rate maintained at low-error 
probabilities. 

5. A Channel Model 

The discrete memory:ess channel chosen for this simu- 
lation is the quantized version of the binary input, con- 
tinuous output, additive normal noise channel. According 
to Ref. 1, for unquantized outputs such a channel can be 
modeled as a radio channel with inputs a fbnction of time 
s ( t )  given by 

(2Es)',9 cos ~ , , t  + ;i- for input symbol 1 

s (t) = 
( :) 

(13) 

for input symbol - 1 

for 0 4 t --( 7 ,  where r is the symbol time and Es is the 
received energy per symbol. On the additive normal noise 
channel with noise level No, the output can be takcn to be 

JPL SPACE PROGRAMS Sl'MMARY 37-51, VOL. 111 



where n is normally distributed of zero mean and unit variance. For the quantized version, K = 8 is suggested in Ref. 2 
(and is used in this simulation), and transition probabilities p [yk I 11, p [ykI - 11 for 1 kd 8 are given by 

The basic parameter of the continuous output version is and thc parameter p is shown as a function of E , / N ,  for 
the symbol energy-to-noise rztio Es/N, .  The transition fixed iates 41, %, and % in Fig. 12, for transition proba- 
probabilities have been tabulated, and a listing for the bilities given in Eq. (15). 
range -5 to -1 appears in Table 2. For information 
rate R, the bit energy-to-noise ratio is given by Any digital communications scheme applied to the con- 

tinuous model performs a quantization of some kind at 
EB Es -- - -- socle point. The point of view adopted here is that a 
N,, RN,  (I6) quantization is performed ou the channel symbols, and 

Table 2. Transition probabilities for various signal-to-noise ratios per symbol 
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These parameters were chosen as a compromise be- 
tween theoretical virtues of sequential decoding and con- 
ditions imposed by the digital computer (in this case, a 
24-bit octal machine) and are somewhat variable, except 
for information rate. Various constraint lengths in mul- 
tiples of 12 and various block sizes in multiples of 512 
could be used. Just as a starting point, with these param- 
eters undetected bit-error probnbility for transition prob- 
abilities, for which R ,  = 'h, is theoretically. (From 
Fig. 12, E , / N o  = 2.2 dB in this case.) 

20 24 2 8  3 2  3 6  40 44 Figure 13 is a block diagram of the receiving system 
E@/N~, d~ envisioned, and it should be noted that energy-to-noise 

ratios are measured at the input to the decoder. 
Fig. 12. Theoretical p parameter for 3-bit quantization 

the decoder looks at a discrete memoryless channel. This 
practice minimixes the amount of special-purpose equip- 
ment between the antenna and decoder. While results 
and comparisons in this article are given on the basis of 
a theoretical E, /N , ,  they have been derived empirically 
from the discrete memoryless channel wit11 the given 

Il!ere are three timing problems ro solve with this sys- 
tem, viz., symbol synchronizing, block synchronizing, and 
output data formatting. The symbol problem is solved by 
the receiver which generates a timing pulse to interrupt 
the computer, causing it to process the next received 
symbol from the converter. 

channel transition probabilities. Further applications of 
this work to othrr communications which are In order to provide a single-channe! capability, a block 
described in terms of ener*-to-noise ratios are valid only synchronization technique was added ia the decoding 
to the extent that they represent a discrete channel with program. Each tree path ends in a sequence 

probabilities matching those listed in Table 2. 24 bits, i.e., one constraint length. At the end of a tree, 
this ensures that the last few bits before this sequesce will 
be decoded properly. For a systematic code, ih2.l.. of the 

6. Simulation Results last 72 symbols, every third one is known. In addltion to 

In addition to the channel mod+.l, the important system 
parameters chosen for the study are: 

i~tized additive normal 
noise 

these, the initial 8 information bits of the next block were 
aiso fixed in advance, and consequently 48 channel syrn- 
bols are known a pn'ori at the end and beginning of con- 
secutive blocks. Synchronizing is achieved by searching 
for this pattern in the incoming symbol stream by requir- 
ing good correlation on any multiple of the 48 channel 
svmbols. Once block synchronization is declared, decod- 
ing begins at the correct place. Following an overflow. 
the decoder moves ahead to the start of the next block 
according to its previous reference. If overflows occur in 

Information rate 

C~nstraist length 
Block size 
Buffer size 512 information bits consecutive blocks, for example in four or five consecutive 

blocks, it becomes reasonable to declare a system failure tree ccde 
and the program returns to the block synchronizing mode. 

' 5  information bits per channel 
symbol 

24 information bits 
2048 information bits 

I SYMBOL TIMING I I 

Fig. 13. Receiving system block diagram 

CHANNEL 
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Block synchronizing could also be derived from the de- 
coder alone by the !.llo\.ing argument. If the decoder 
begins anywhere in the symbol stream with an incorrect 
block reference, it will not find the correct path because 
there isn't one, and so will overflow and not decode. Said 
contrapositively, decoding implies synchronizing. The 
converse is not true since the decoder will sometimes 
oberflow even with correct block reference. The situation 
is different in the case of optimum block coding in which 
the dezoder is in reality a block synchronizer and syn- 
chronizing implies decoding. 

Figure 14 shows theoretical undetected bit-error prob- 
abilities for constraint lengths 24, 36, and 48, and ob- 
served error probabilities for length 24. No errors were 
observed for 36 and 45. This part of the experiment ob- 
served bit errors in the decoder output when the decder  
is allowed as long as required to decode. Undetected 
errors, that is, errors produced by the decoder to the 
output device, were observed at 2 energy levels, E B / N , ,  
of 1.2.and 2.2. At 1.2 dB, the bit-error rate was nearly 
0.5, and at 2.2 dB it was less than lo-'. From 2.2 dB, the 
experiment continued in incrzments of 0.2 dB through 
E, /N , ,  = 4.0, and no further bit errors were observed. 
The sample size at each energy level was 2 million infor- 
mation bits. or 6 million channel symbols. 

As can he seen from Fig. 12 and Inequality (12), the 
performance of a sequential decoder is very sensitive to 
small changes in energy-to-noise ratio. Part of the diffi- 
culty in this experiment was finding a range of energy 

Fig. 14. Thearetical enor probability for con'straint 
lengths ("1 24,36, and-48 and observed error 

probabilities f6r constraint length 24 

levels and data rates over which anything of statistical 
interest could be observed in a reasonable length of time. 
The next part of the experiment was an attempt to verify 
Inequality (12) and show p [C > L] .v L-p. Plotted on 
log-log paper, this distribution function should be a 
straight line of slope -p. For each of the six cases 
E B / N ,  = 4.6, 4.0, 3.4, 2.7, 2.2, and 1.2, two million infor- 
mation bits were processed and the decoding time ob- 
served. Time during which the computer performed input 
and output functions was not recorded. The results are 
presented in Fig. 15 and show straight-line behavior in all 
cases except the last in which the decoder was in error 
in almost half of the decoded bits. The measured slopes 
show close agreement with the theoretical values of 
Fig. 12, except for E, /N , ,  of 4.6, in which case the decoder 
is about twice as fast as theoretically expected. Note that 
decoding time decreases as undetected errors increase, 
as predicted. 

It is apparent that, in a real-time situation, buffer over- 
flow is much more likely than undetected error. The final 
phase of the experiment was designed to determine the 
overflow probability. Quantized channel symbols were 
transmitted to the decoder in a serial stream at a fixed 
data rate. Tree synchronization was achieved by search- 
icg for tne special interblock symbols. A buffer overflow 
caused the computer to record that event and wait for 
the start of the next block. In addition to decoding, the 

COMPUTATION TIMC, s 

'Fig. IS. Observed diqtribution of computation 
time for constraint Iength 24 
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computer perfor~ncd input and output functions. Two 
output devices were tested, the line printer and the mag- 
netic tape recorder. The line printer appears worse largely 
because the computer spends extra time formatting out- 
put bits for printing, whereas in the magnetic tape case, 
the output was merely recorded and read later with 
ailother program. 

Fig. 16. Obsened erasure probability for: (a) magnetic 
tape as output device, and (b) line printer 

as output device 
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17. Comparison of erasure rate vs undetected 
bit-error rate for E B / N ~  of: (a) 2.2, (b) 2.8, 

(c) 3.4, and Id) 4.0 dB 
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Figures lea and 161) show the results of the real-time 
simulation for magnetic-tape and line-printer ourput, 
respectively. The experiment was conducted over the 
dynamic range of 1.8 to 4.0 dB in steps of 0.2 dB at three 
data rates, 100, 500, and 1000 bits/s on input (300, 1500, 
3000 symbois/s) and overflow pr~babilities recorded. For 
each case, 2 million bits were processed, and the graphs 
are not continued beyond the point where no overflows 
were recorded. No undetected errors were observed. 

7. Comparison With Orthogonal Block Codes 

The erasure versus error performance of orthogonal and 
biorthogonal codes, using the optimum decoder of Sub- 
section 3 in place 2f the sequential decoding algorithm in 
the decoder of Fif:. 13, can be calculated and then com- 
pared with the sin;u!z:ion results for tree codes. It's easv 
tc verify that, for the additive normal noise channel, the 
optimum block decoder of Fig. 13 is actually a correlation 
$ec:oder. Figure i7 ..:lows the relation between word era- 
sure probabilit j and undetected bit-error probability for 
fixed EB/N" af 2.2, 2.8, 3.4, and 4.0 dB. In each case, the 
horizontal line represents the performance of the sequen- 
tial deccrler. A fixed-speed advantage for the decoder 
over data rate results in a fixed-overflow probability, 
while increasing that speed advantage decreases overflow 
probability and maintains the same undetected bit-error 
pro'bability. 

For the block codes and likelihood decoding with era- 
sures. the undetected bit-error rate is a function of the 
word erasure rate. In the range of 2.2- to 4.0-dB bit 
energy-to-noise ratio, this error rate is inferior by many 
orders of magnitude to the performance of the tree de- 
coder unless an unrealistically high erasure rate, above 
0.5, can be tolerated. This erasure probability can be 
improved by either accepting, for a fixed code, a higher 
bit-error rate, or by operating at a lower information rate. 
[The orthogonal (8,3) and biorthogonal (16,3) have rates 
b and %, rcspective!y.] This latter possibility is limited 
by Eq. (16) and the ~r formance  of the symbol synchro- 
nizer. For example, a (16,4) orthogonal code has E , / N ,  = 
-3.82 for EB/No = 2.2 dB. The erasures resulting from 
likelihood decoding of block codes can never be rcc~vered 
with other changes in the system, whereas erasures from 
sequential decodinq, if recorded, could be decoded off- 
line with the error rate indicated on the graph. 

For high information rates, low bit energy-to-noise 
ratio, and a gerleral-purpose digital computer, sequential 
decoding provides superior performance to optimum 
decoding of orthogonal block codes. 
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G. Communications Systems Development: The 
Optimum Cross-Correlation Function for a 
First-Order Tracking Loop Under Unit 
Pc wer Constraint, I. W. Loylond 

1. Introduction 

In SPS 37-41, Vol. IV, pp. 27Cb272, and SPS 37-43, 
Vol. IV, pp. 321323, StiWer proved that the uncon- 
strained optimum cross-correlation function for a first- 
order tracking loop is a square wave and developed a 
minimum mean-square-error approximation to this cross- 
correlation function under the additional constraint that 
both the received and local reference signals have unit 
power. Subsequent work, reported in SPS 37-50, Vol. 111, 
pp. 284-287, determined the optimum unit power local 
reference signal for use when the received signal is a 
square wave. This article describes a more precise result 
obtained for the optimum cross-corre1at;on function when 
both the received and local reference signals have unit 
power but are otherwise unconstrained. 

2. Problem Formulation 

The probability density function of the phase error in a 
first-order loop due to additive white gaussian noise has 
been shown to be (Ref. 1) 

P(+) = C e ~  { - - a $ + ~ r ~ ( ? ) u ? )  (1) 
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where C is a normalizing constant, p,,4 (s) denotes the depend on k; final numeric21 rcsults are obtaizled for 
normalized cross-correlation function between r  ( t ) ,  the k 2  only. 
received signal, and A  ( t ) ,  the local reference signal, and 
a = 4/N0K (PA/Pr)'h denotes loop signal-to-noise ratio 3. General Resulbs 

(SNR).   he functions r ( t )  and A ( t )  will be determined Since A ( 1 )  and r  ( t )  are periodic with peried 28, they 
such that they minimize can be represented in the form 

- 
A ( t )  = 2: a ,e j (n f+h)  

for some integer k. If k - 0 ,  this maximizes P ( 0 ) .  For ,=-K 

other k, this minimizes the un-normalized kth absolute where r,, a ,  are real, r ,  = r-,, a ,  = a  ,, 4, = -+ ., and 
central moment of the distribution. Normaiized moments +, = - +,,. If Eq. (3) is inserted in Eq. (2 ) ,  the lower limit 
could be substituted at the expense of iwreased compu- of the integration over 1 is set to -28, and the unit power 
tational difficulty. The initial results presented do not constraint is appended, the optimization criterion becomes 

For convenience, denote +, - +, = 6,. It is clear from Eq. ( 4 )  that E k  depends upon an,  rather than +, or +, individu- 
ally. To determine the optimum a, ,  compute 

2a a,r, y -  {cos 8, (1  - cos n+) t sin 8, sin n+) dg (6) 

Note first that tf P (9) is symmetric about 4 = 0 ,  E { ( +  1 %sin n+) = 0; hence, 8E/25, = 0  if cos 8 ,  = 0 ,  i.e., if 8 ,  = fn /2 .  
Furthermore, if 8, = t n / 2  for all n, then P  (4) will be symmetric about + = 0 .  Hence 8, = i ~ / 2  for all is a suffi- 
cient condition for an extremum of Ek. 

The determination of the optimum coefficients a,, r, can be simplified by the following argument: Whatever the opti- 
mum values of {a , )  and { r , )  are, there vill be some fixed amount of power m the nth component of both signals. Call 
this ki = & + ri  and assume that, by some means, k,  has been determined without finding a ,  or rn.  Finding these then 
reduces to finding the ( a , }  which minimizes 

To do this compute 

e - 4 
= sign {n) sign (8,) C ,  - 

r n 

where C ,  is a . ,itive cvnstant, 2nd sign { x )  denotes the algebraic sign of x. 
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If sign (n )  sign (6,) is positive, ?Ek/aan > 0 for a; < r: and ?Ek/c'a; < 0 for a; > r:, which implies that the mini- 
mum El, occurs for either a: = O or a?, = k:. If, however, 41, = k?,, then rZ, = 0, and if either a: or r: is zero, then the con- 
tribution to the correlation function from the 3th component is zero. Therefore, if sign ( n )  sign (8,) is positive, k: = 0. 

If sigrr ( 1 1 )  sign (8,) is negative, then ? E k  '2af < 0 for a; < rf and ?Ek ?a, > 0 for a: > r:. Therefore, a;& = r?,. 

Use of these two results reduces El,. to the form 

1 - cos tkp 

- T 

\ ~ ~ = / ' ~ ~ ~ * e x ~ ( - a ~ ? r r i (  ))d4+A(Cd,-- 
n,o n > o  

2! 

The optimum {a,) are the solutions to the equations 

for all n. It is a relatively easy matter to show that the 
functions A( t )  and , . (t)  are band-limited. For large a, 

cos + is approximately 1 - ?':/2 for all + for which p (4) 
is not essentially zero: so for n = I, 

1 A' - - - ~ * P ( O )  
E { 19 1 k*2) if a is large 

For any n, 

But 

For very small a, the exponential term in Eq. (10) can be 
expanded in s series and terms of higi~er than first order 
in a ignored. Solution of the resultant set of equations 
shows that a ,  = 1/(2)'4, a, = 0 for n # 1 is the only solu- 
tion allowed. The band limit thus extends, as expected, to 
small a It may be n o t d  that the solution to Eq. (10) is 
not :que, since a ,  = 1/(2)'.'r, a, = 0 for n # 1 is a solu- 
tion any a. However, the solution to Eq. (10) with 
the maximum possible number of non-zero co:nponents 
should be unique, and should also represent the true mini- 
mum, since the resultant p,, (?) will have the steepest 
slope in the vicinity of 0 of any of the possible solutions. 

and hence for any a, 
4. Nbmerical Results 

Combining these two requirements: 

where C, depends upon k, and p (4). and C, depends only 
on p (+j and is in the range 1 -L C2 4 2. Therefore, 

Equation (10) has been subjected to an iterative numer- 
ical solation for k = 2 and for various valucc of lonp 
SNR a. A typical resultant power spectrum and the associ- 
ated cross-correlation function :re shown in Fig. 18. With 
the exception that the ever1 harmonics are slightly sup- 
pressed, this is wry similar to the main lobe of a (sin x / x ) ,  
spectrum, the spectrum of a pseudc oise (PN) sequence 
of length (approximately) a/2. The variance of the resuit- 
ant phase error in a loop employing optimum signals is 
plotted as a hmction of a in Fig. 19. Also shown, for com- 
parison, is the phase error variance abtained using the 
&st lobe of a (sin x,'x)= spectrum with a/2 components. 
Since the rrrinimum is very broad, \ ery little loss is sufiered 
by use of this simply generated signal. The bottom line in 
this figure corresponds to the phase-error variance which 
would result from use of Stifflerb nonrealizable optimum 
crosscorrelation function. The 3-dB Werence in per- 
formance appears to be due solely to the imposition of the 
realizability constraint of unit power. 
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Fig. 18. Typical optimum pawor spectrum and 
cross-correlation function (a = 32, 

1 1 non-zoro components) 

5. Comparison to a PN Range Tracking Loop 

Since one of the main uses of a very high SNR tracklng 
loop is in range measurement, it is of interest to compare 
the performance attainable by us i~g  the optimum wave- 
forms for such a loop with that obtained when using the 
binary PN sequences which are typically used. A PN 
wprveform with v digits has a series expans:an given by 

The main lobe of this power spectrum has already been 
shown to be an effective approxhatioc to the optimum 
t ( t ) ,  The local reference signal for a PN wave is usually 
constructed as 

PNR ( t)  = 
P N I t f  %) - P N ( t - ' h )  

(2P (21% 
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FIRST LOBE OF 
(sin # / A  l2 SPEC1 RUM 

.. 
6 - 

2 - 

- OPTIMUM 

Fig. 19. Loop phase-error variance u$ vs loop SNR a 

fer variaus cross-coweiation functions 

This signal possesses the expansion 

The phast relationsllip of PNP (t) to PN (t) is the 
same as that of tht: optimal reference for components in 
the rmge ?A 4 n/p LS?& -f- 1 and phase-reversed for 
2k + 1 d r~;p  L 2k + 2, all X. It wciuld appear that track- 
i . .g  pckormar~:~e ~ a l d  &? impmved by filtering to r3move 
all frequency complonnts above tr = p. In addition, a 
factor of sin (nn/p) n ? d i f h  ~sch tern of PNR ( t ) .  The 
effect of this is shown in Fig. 'LO, which shows a compari- 
son between the phase v i r r h c ~  wMc3 results in a k' 
order tracking loop using th umak PN system and uair.2 



H. Information Processing: Disjoint Cycles From 
t)n de h i  in k p h ,  H. frdrickscn 

lo-' I 1 I l l  I 

Fii. 20. Comparison of phase-error variance U& for 
conventional PN reference ond phase-shifted PN 

reference, for fixed code length p as a 
function of a 

a phase-shifted PN for local reference signal, considering 
frequency components n 4 p only. The curves show that 
the usual PN system is poorer than the modified one for 
a < 4p and indicate that the best usual PN system to use 
has code length p =: a/4. The upper line of Fig. 19 corre- 
sponds to the phase variance in a usual PN system with 
code-length 4 4 .  An improvement of approximately 1 dB 
in effective loop SNR can be obtained by use of a phase- 
shifted PN reference signal as opposed to the reference 
signal usually implemented. 

1. Viterbi, A. J., " P b  Locked Loop Dynamics In the Presence of 
Noise by Fookker-Planck Techniques." IEEE Proc., pp. 1737- 
1753, Dec. 1963. 

1.1 he de Bruijn Diagram 

a Desmiption An n-bit shift register (Fig. 21) is a set 
of n storage registers with logic which defines their con- 
tents at any point in time. The contents of the ith storage 
register at time t is equal to the coctexits of the ( i  - 1)st 
storage register at time t - 1, for 2 L i 4 n. A feedback 
function f (x,, x,, - - - , x.) determines the contents of the 
first register x, at time t from the contents of the n regis- 
ters XI, x2. - - , X. at time t - 1. The contents of the 
register at time t, regarded as a binary number or a binary 
vector, is called the state of the register. At the end of 
each time interval, determined by m extercal clock, there 
is a transition from one state to the next. 

Fig. 21. General shift register 

Since them are 2" vectors dr;?ned by a register of 
length n, there ?re 2" states for the shift register. The 
diagram of all possible state transitions is called the 
de Bruijn diagratn. The de Bruijn diagrams for n = 
1,2,3,4,5 are shown in Figs. 22 and 23. Each node in a 
diagram has two possible s u m =  and two possible 
predecessors. These diagrams contain all possible transi- 
tion patterns for their shift registers. 

Transition patterns in the de Bmijn diagram are deter- 
mined by the feedback function of the shift register. For 
the funcfion to be well defined, we require that each state 
have only one successor. Then the feedback function 
chooses exactly one path for the exit from each state of 
the diagram. If we change the feedback function so that 
a state maps into the other state possible, we say we have 
chosen the alternate successor for the state. 

b. Cycler of the & Bruijn dkgrum. Let f be the feed- 
back function which defines the state transitions. If a sue 
cession of k state transitions leads from state si back to 
st, i.e., 

si = f (si), % = f (8,) = P (st), . . . , si = flr (84) 

JPL SPACE PROGRAMS SUMMARY 37-51, VOL. 111 



Fig. 22. de Bruijn grophs for n = 1,2,3,4 

we say the states si, f (s,), f' (si), . - . , p-' (si) form a cycle 
of length k in the diagram. The cycle can be described as 
the k-tuple of zeros and ones which are the feedback 
values of the states on the cycle. Equi\-alently, the cycle 
could be described in decimal notation by the decimal 
equivalent of the binary representation of the states which 
make up the cycle. It will often be convenient to use each 
of these representations in what follows. 

We would also like to restrict the truth tables so that 
each state has a unique predecessor as well as a unique 
successor. This will decvmpose the de Bruijn diagram in 
such a way that every state will be on a unique cycle. 
Golomb (Ref. 1, p. 115) gives a condition that insures that 
a feedback function yield pure cycles. We state that con- 
dition here. 

Theorem 1. The feedback function for a shift register 
yields pure cycles if the last variable enters linearly into 
the feedback function. 

Fig. 23. de Bruiin graph for n = 5 

Then the feedback function f (x,,~,, . - - ,x.) can be 
represented as g (x,,x,, - - . ,x.-,) + x.. When the feed- 
back function is so representable, the half of the truth 
table where x. = 1 is the complement of the half of the 
truth table where x. = 0. The truth table oi the function g 
contains all the information about the shift register. When 
we speak of the truth table of the shift register in what 
follows, we shall mean the truth table of the function g. 
The context will make it clear when we wish to discuss 
an arbitrary feedback function f .  

c. Particular cyck deconipositions. The question as to 
whether a cycle can be found which contains all the states 
of the diagram has been answered in the finnative by 
de Brrlijn (Ref. 2). The number of de Bruijn cycles is also 
given in Ref. 2. He shows there are 22"-'-n de Bruijn cycles 
in the graph. Other authors (Refs. 1 and 3) give alternate 
proofs. In Subsection 2, we discuss the distribution of the 
de Bruijn cycles by their weight. 
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The existence of cycles of all lengths from length 1 to 
length 2" from a register of length n is shown in Golomb 
(Ref. 1, p. 192). 

Other feedback functions yield s p i i i l  cycle decompo- 
sitions wh' h are of interest. Two simple functions shall 
be discussed in Subsection 2 and in a future article. They 
are the pure-cycling register and the camplementing- 
cycling register. The pure-cycling register is given by the 
feedback function f (x,, x,, . - . , x.) = x., (g = 0). The 
complementmg-cycling register is given by the feedbacli 
function 

Curresponding to each value pair we have a two-fold 
choice of 0 or 1 for the feedback function at that posi- 
tion. This gives us a total of 16 different truth tables. The 
weight of the truth tables ranges between 0 and 4 and 
the distribution of truth tables, by their weight and by the 
number of cycles they produce, is given in Table 3. 

Table 3. Cycle decomposition table for n = 3 

Number of cycles 

1 2 3 4 

Golomb (Ref. 1) shows the number of cycles determined 
by the pure-cycling register is given by 

where the suqmation is over all divisors d of n and 4 is 
the Euler t$ fuilction. He shows Z (n) is even for all n > 2. 
The number of cycles determined by the complementing- 
cycling register is 

1 
Z* (n) = - Z (n) - 

2 

Here the summation is over only the even divisors of n. 

Golomb makes the conjecture (Ref. 1, p. 174) that the 
maximum number of cycles into which the de Bruijn 
graph can be decomposed is equal to Z (n). This conjec- 
ture will be discussed in a future article. 

2. Distribution of Truth Tables by Number of 
Cycles and Weight 

a. Aoundury of the table. Consider the set of all feed- 
back functions on the shift register. We determine the 
various cycle decompositions from the de Bruijn graph. 
For a register of length n, there are 22"-' truth tables. 

For n = 3,4,5, we group the truth tables according to 
their weight and to the number of cycles they generate. 
We only need consider the half of the truth table where 
x, = 0 since the half where x, = 1 is just its complement. 
For n = 3, there are only two free variables x, and x,. 
There are four possible value pairs which these two vari- 
ables can take on. 

F,, the pure-cycling register, is the register of weight 0. 
The four cycles generated by F o  are (0), (I), (OOl), and 
(011). No other feedback truth table yields more cycles 
th:*n F,. There is one truth table which ties Fo for the 
maximum. ?his is F,, where the subscript is the decimal 
representation of the truth t a ~ l e  given by the values that 
the variables take on. For F, the variable pair x2, x, take 
on the values f (0,O) = 0, f (0,l) = 1, f (1,O) = 1, f (1, l)  = 0 
and the subscript is given by 

Weigh 0 
of 1 

tnN 2 
table 3 

4 

F, yields the cycle structure (0), (1). (Ol), (0011). 

-- 

C 0 0 I 
0 0 4 0 
0 5 0 1 
2 0 2 0 
0 1 0 0 

A change in a single position in the truth table will 
cause a change of one in the number of cycles from one 
truth table to the next, either increasing or decreasing by 
one the number of cycles (Ref. 1). For n = 3, there are 
four possible single changes which coilld be made in the 
truth table. If we start from F,, the four changes are all 
O+ 1 changes resulting in the four truth tables F,, F,, F,, F8 
all of weight 1. In every case, we find the number of cycles 
decreases when we make this change. This is the result 
of two cycles joining and forming a single cycle. From 
F, or F,, an additional change results in F,, which splits 
the cycle which has been formed to form two new cycles. 

For n = 4,5, the cycle decomposition tables are given 
in Tables 4 and 5. The truth tables F,,, Fi,, F ,  all yield 
Z (4) = 6 cycles. 

The behavior in the decomposition tables shown is 
typical of the general behavior of these tables. Figure 24 
is a picture of the typical decomposition table. We state 
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Table 4. Cycle decomposition tabla for n = 4 NUMBER OF CYCLES - 

certain theorems here which relate to the character of the 
general decomposition table. on one (other) cycle. (The reverse funtson r is defined 

below.) No examples are known of a truth table of weight 

Theorem 2. The line [k,Z (n) - k] defines the (achieved) greater than 2k and Z (n) cycles. We also show that there 

upper border of the decomposition tabla. are at least 2k examples of truth tables with Z (n) cycles. 

1 2  An) 
N d r  of cyclu 0 

1 2 3 4  5 6  I 

Theorem 3. The line [2"-l - k, P (n) - k] is the lower- 
left boundary of the table. 

0 
1 

Weight 2 
of 3 
hu* 4 
table 

6 
7 

There are three other border lines on the decomposi- 
tion table which are of some interest. To state the location 
of the right-hand border of the table is to answer the con- 
jecture on the maximum number of cycles from a register. 
In what follows, we shall assume that the conjecture is 
correct. We show below that the right-hand border is at 
least as long as twicx! the number k of [a, r (a)] pairs on a 
cycle which have their respective alternate successors 

0 0 0 0 0 1  
0 0 0 0 8 0  
0 0 0 2 6 0 Z  
0 O U  0 1 2 0  
0 3 7  0 3 2  0 1  

5 1 2 0 4 0 0 4 0  
0 2 2  0 6 0 0  
4 0 4 0 0 0  

8 0 1 0 0 0 0  

In the cycle decomposition tables for n = 3,4,5, we 
note that there is more than one truth table having 
Z (n) cycles. This is true for all n 3. Consider the two 
cycles from the pure-cycling register (000 - . . 01) and 
(00 - . . 011) each of length n. We could change d ~ e  suc- 
cessor of 

and have a truth table of weight 2 which had Z (n) cycles. 
The two new cycles would be (0 . . . 011) of length n + 1 
and (0 . - - 01) of length n - 1. 

Table 5. Cycle decomposition table for n = S 

Numbar of cyclms 
THEOREM 6 

1 2 3 4 5 6 7 8  
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0 
1 
A 

3 
4 
5 

Wmight 6 
7 of 
8 tNth 
9 tablm 

10 
11 
12 
13 
14 
15 

0 0 0 0 0 0 0 1  
0 0 0 0 0 0 1 6 0  
0 0 0 0 O l l i 0 6  
0 0 0 0 4 7 6  O M 0  
0 0 0 1 2 5 3  0 5 5 2  0 1 5  
0 0 2036 0 2132 0 MO 0 
0 1736 0 5 0 5 0  0 1197 0 25 

576 0 6488 0 4098 0 278 0 
04056 0 7 3 2 6  0 1467 0 21 

960 0 MM 0 3572 0 224 0 
0 2892 0 4338 0 767 0 11 

448 0 2652 0 1210 0 58 0 
0 736 0 962 0 121 0 1 

64 0 368 0 124 0 4 0 
C 5 2  0 6 2  0 6 0 0  
0 0 1 2  0 4 0 0 0  

1 6 1 0  0 0 1 0 0 0 0  

Fig. 24. General cycle decomposition table 



The n-tuples 00 . - . 01 and 010 . . . 0 can be related 
to one another. We can say 010 . . . 0 is the reverse of 
0 . . 01, where the reuerse function r is defined by 

The reverse function is an order 2 function. 

Corlsider the half of the truth table where a. = 0. We 
can separate the positions, by the reverse operation, into 
pairs. Some positions will be self-reverse and will not pair 
with any other position. 

Suppose we can find a pair a, r (a) on the same pure- 
cycle for which the pair a*, r (a)*, the respective alternate 
successors, is on another pure-cycle. Then we can change 
the successor of a and r(a) and not alter the number of 
cycles. Suppose there exist k such pairs. We can show 
the following: 

T h e m  4. There exist 1 2k truth tables yielding Z (n) 
cycles. 

Theorem 5. There exist truth tables yielding Z (n) cycles 
having weight S 2k. 

For n = 7, there are 15 [a,r(a)] pairs. So we have at 
least 215 truth tables which have Z (n) cycles. This is from 
a truth table set of 264 truth tables. There are examples of 
truth tables of weight 30 producing Z (n) cycles. 

Because of the unsettled nature of the Z (n) conjecture, 
the lower right-hand border is also unsettled. The left- 
hand border consists of the so-called de Bruijn sequences. 
All of the 2" nodes of the graph are on one cycle. We dis- 
cuss this border below. 

Assume the border has been established. We make the 
following statement about the interior of the table. 

Theorem 6. There are no (weight, number of cycles) 
pairs interior to the table, for which truth tables are pos- 
sible, that do not occur. (The weight and number of cycles 
must be of the same parity for n > 2.) 

In Theorems 2 and 3, we exhibited an upper and lower 
boundary. This left-hand end of the boundary in each 
case came at the place where all 2" nodes were on one 
cycle. In the first case, the weight of the truth table 
was Z(n) - 1, and in the second case, the weight was 
2"-I - Z* (n) + 1. We showed these values were the lower 
and upper limits, respectively, for the weight of a truth 

table having exactly one cycle associated with it. We can 
show that every odd weight hetween these limits has a 
truth table of that weight associated with! a de Bruijn 
cycle or sequence. 

Theorem 7. There exists a de Bruijn cycle for every odd 
weight between Z (n) - 1 and 2"-I - Z* (n) + 1. 

b. de Bruiin cycles. 

Distribution by weight. We showed in Paragraph a, 
above, that de Bruijn cycles exist for every length register. 
We also showed that there is a minimum and a maximum 
weight for a truth table which produces a de Bruijn cvcle. 
Finally, we showed that every value between the mini- 
mum and the maximum had a truth table of that weight 
which defined a de Bruijn cycle. The number of all such 
cycles has been given by de Bruijn to be 2*""-" (Ref. 2). 
For n = 3,4,5, the number of de Bruijn cycles is 2,16,2048. 
These are the number of de Bruijn cycles we show in 
Subsection 2-0. We also classlfy the de Bruijn cycles hy 
the weight of their truth table. 

A well-known graph-theoretic theorem can be applied 
to find the number of de Bruijn cycles of maximum and 
minimum weight. For the cycles of maximum weight, we 
fcrm the decomposition of the space of 2" nodes by the 
complementing cycling register. Label the cycles formcd 
as A,, A,, - . . , Az ,,,. We form a labeled graph contain- 
ing Z* (n) nodes in the following way: 

Connect Ai to Aj if Ai contains a vector whose alter- 
nate successor is on Aj, j # i. Label the arc from Ai to Aj 
with the number of such vectors on Ai. We form a matrix 
B with entries bij = label on the arc from Ai to Aj. Also 
form the diagonal matrix C = (cij) whose entries are 
given by cii equal to the sum of the labels on arcs enter- 
ing At. The theorem states that the number of rooted trees 
of the graph is equal to the determinant of the minor of 
d,,, where A, is a root of the graph and D = (di j) = C - B. 
The number of rooted trees is equal to the number of 
de Bruijn cycles of maximum weight. Applying the theo- 
rem, H'C find the number of de Bruijn cycles of maximum 
weight for n = 3,4,5,6,7 are 2,4,64,214, 3 X 226. The first 
four values were checked on the computer by exhaustive 
search and the truth tables listed. For n = 7, the time 
required to check all de Bruijn cycles of weight 57 is 
prohibitive. 

The matrix B is symmetric. This can be seen by noting 
for a c A which has its alternate successor a* r B, there is 
(5, the 2"-I - 1 complement of a on B with its alternate 
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successor on A. That is, ic a = ul,a,, . . . , an, then by the 
complementing cycling register, 

If a has its alternate successor, a* =a,, a,, . - - , a,. u1 on B, 
then B = (a,, . . ,anr a,,&, . - - ,G,a. The comple- - - 
ment of a, c i  = a,, a,, . . ,a, is on B with its alternate - 
successor (ii)* = &, - - . , a,, a, on A. 

For the de Bruijn cycles of minimum weight, we employ 
the pure-cycle decomposition. We form the graph in the 
same way as above. An equivalent detenninant is taken 
to find the number of de Bruijn cycles of minimum weight. 

We form a table with the nul..lrer of de Bruijn cycles of 
minimum and maximum weight for the first few values 
of n. 

For n = 1,2,3, the minimum weight equals the maximum 
weight. For n = 4, there are no other de Bruijn cycles. It is 
interesting to note that 

n 

1 
2 
3 
4 
5 
6 
7 

and Cmin (n)lCmin (n + 1) 

Also, from Table 5 we see that C,, (5) divides the num- 
ber of de Bruijn cycles of any weight. 

Number of cycles c?f 

maximum weight = 
[Cmm (n)l 

1 
1 
2 
4 
26 
21' 
22s*3 

We give examples to illustrate the method for the 
case n = 5. For the de Bruijn cycles of maximum weight, 
we form the cycle decomposition of the complementing 
cycling'register on five variables. With maximum weight 
of de Bruijn cycles, n = 5, an example of the graph is: 

Kumb~r of cycles of 
minimum weight = 

[Cmin (41 
1 
1 
2 

12 
2s*32 
214 a 3 4 . 5 2  

228.35.53.13 

Cycle Set of vectors 

0, 1, 3, 7, 15, 31, 30, 28, 24, 16 
2, 5, 11, 23, 14, 29, 26, 20, 8, 17 
4, 9, 19, 6, 13, 27, 22, 12, 25, 18 

D 10, 21 

Matrix C-B 

where D is a root of the graph. We evaluate the determi- 
nant of the minor of the D,D position 

For the number of de Bruijn cycles of minhnum weight, 
we form the cycle decomposition under the pure-cycling 
register for n = 5. The graph of the cycle connections is 
given in Fig. 25. With minimum weight of de Bruijn 

Fig. 25. Graph of cycle connections for 
pure-cycle register 
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cycles, n = 5, an example of the graph is: 

B C D E F  

- 1 0 0 0 0  
5 -2 -2 0 0 

-2 5 0 -2 -1 
-2 0 5 -1 -2 

0 -2 -1 5 0 
0 - 1 - 2  0 5 
0 0 0 -2 --2 
0 0 0 0 0  

Cycle 

A 
B 
C 
D 
E 
F 
G 
H 

Matrix C-B 

Set oi vectors 
- 
0 
1, 2, 4, 8, 16 
Z, 6, 12, 24, 17 
5, 10, 20, 9, 18 
7, 14, 28, 25, 19 

11, 22, 13, 26, 21 
15, 30, 29, 27, 23 
31 

A is a root of the graph (Fig. 25). We evaluate the deter- 
minant of the minor of the .;, A posit: .n 

The lexicographically least de Bruiin cycle. An qxample 
is given in Ford (Ref. 4) to show that de Bruijn cycles 
exist for all ordt c. We start with a register of length n 
filled with zeros. Take for the vector an, a,-,, . . , al its 
odd successor an-,, a ,-,, . . ,a,, 1 if possible. If the odd 
successor has been used, i.e., 

we use the even successor. If we follow this construc- 
tion, we have a de Bruijn cycle of order n. If we list the 
de Bruijn cycles in lexicographic order, with 1 preced- 
ing 0, the cycle thus formed is the lexicographically least 
de Bruijn cycle. 

Theorem 8. The truth table of the lexicographically 
least de Bruijn cycle has weight Z (n)  - 1. 

CoroUay. The truth table of lexicographically greatest 
de Bruijn cycle L is weight Z (n) - 1. 
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I. Information Processing: Estimating the Correla- 
tion Between Two Normal Distributions When 
Only the Means are Known, I .  Eisenberger 

1. Introduction 

Let x and y denote two jointly normal random variables 
distributed N u:) and N ( p 2 ,  03, respectively, with cor- 
relation p, and let {x,, y,) be a set of n independent pairs 
of sample values. In SPS 37-50, Vol. 111, pp. 287-289, a 
linear unbiased estimator of p is given by 

The estimator p" has two disadvantages: 

(1) The moments of x and y must be known; a some- 
what unrealistic assumption. 

(2) Although the aciency of relative to the maxi- 
mum likelihood estimator is quite high when p is 
near zero, it is quite poor for p close to f l .  For 
example, for p = 0, e!l(g = 0.7'78, while for p = 0.8, 
eff (3 = 0.098. 

In practical situations, however, it often occurs that, 
although the variances are unknown, nevertheless the 
means are known. Under these conditions, and assuming 
without loss of generality that p ,  = p1 = 0, we propose in 
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this article the asymptotically unbiased estimator of p p + -el, vw(;) 9 0. It will also he shown that although 
given by the asymptotic efficiency of p" decreases as p increases 

(decreases) from zero, it does so at a much slower rate 
X i  sgn y, Z yi sgn xi than does the efficiency of F. For example, for p = 0, 

+ i = l  

" 

-1 (1) eff (8) = 0.778 and for p = 0.8, eff (8) = 0.504. 

i 1x4 
i:l 

I Y ~ I  
I = 1 

2. The Asymptotic Variance of ;and its Efficiency 
For p = k l ,  y* = (oz/ol) xi, so that sgn yi = * 1 xi 1 
and Yi  s p  xi = 1 yi I .  Thus, has the property that as It is not difficult to show the fo!lowing: 

E(lxl)  = ala, var(lx1) = o:(l- a') 

E ( l ~ l )  r- ozn, var(ly1) = d ( 1  - a') 

E ( x ~ O <  X <  m )  =ola, E(xZIO <: x < m) = W: 

where 

It is also well known that 

0: 
E ( x ~ Y )  = P ~ Y .  E(x2Jy)=r:(l-p2)+p':y' 

To derive the mean and variance of x sgn y, we consider the conditional random variable x 10 <: y < m . One has 

Q1 E ( X I O < ~  < m) = E [ E ( X J Y ~ O < Y <  m)j = ~ [ ~ s ~ 1 0 < ~  < m]  = p-*02a = Po,. 
Q2 0 2  

Thus, 

Similarly, 

var (xi0 < y < m) = of - p20fa2 = o: (1 - p2aZ) 

It now becomes obvious that one has 

E ( x s g n ~ )  = pula, var (x sgn y) = of (1 - w a d )  

E(Y sgnx) = PQZQ, var (y sgn x) = 4 (1 - pX3) 
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Now let 
n n 

2 Xi Sgn yi = U I  , ;I: yi sgn X, := u2 
i z l  i l l  

Eq. (1) can then be written as 

As an approximation to the variance of 8, we will take the asymptotic variance. Thus, one has 

a; a; 
var(8 =t[z ~ - - w v ( u ~ , u ~ )  aui au, + $ 5 cov (u*, vj) + 2 

I:1 1.1 I = 1  )=I i = 1  1.1 I 
(2) 

where each partial derivative is to be evaluated at u, = E (ui) and v, .= E (vi), for i = 1,2. Evaluation of the partial 
derivations gives 

One also has, 

var (114) = no? (1 - pZa2), var (0,) = nu? (1 - a2), i = 1.2 

cov (uz, u2) = n cov (y sgn 5,l y I) 

C O V ( U ~ , U ~ )  = ncov(ysgnx,lxI) 

cov (ul, u2) = n cov (x sgn y, y sgn x) 

We will illustrate a method of computing the above covariances by deriving cov ( x  sgn y, I x 1 ) in some deail. Noting 
that 
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one has 

since the sum of the two integrals in Eq. (3) equals n:. 

By means of the transformation x == ty, Eq. (4) becomes 

Integrating first with respect to y and then with respect to t results in 

In a similar manner, one obtains the iollowing: 

cov (y sgn x, ( y I ) = a:a2 [p (1 - pZ)s + sin-. p - 

c ~ v ( ~ s g n y , I y I )  = cov(ysgnx,Ixl) = palaz(1- pZ) 

cov (X sgn y, y sgn x )  = azulcr2 [(l - p2)% + p sin-' p - p2] 

cov(lxl,lyl) = aZa1u2 [(I  - p2)*+ psin-'p - 11 

Substituting the above expressions in Eq. (2) and simpli- The asymptotic variance of r is 
fying finally results in 

(1 - p2Y 

I var ( r )  = - 
A - - - + (1 - pa)% - p sin-' p var (p) - i:') [; n 

Defining the efficiency of as 
The maximum-likelihood estimator of p when the vari- 

ances are unknown and the means are both zero is 
given by 

I) 

Table 6 gives the variance of and its efficiency for values 
of p between 0 and 0.0. 
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Table 6. Variana end efficiency of $ Two new sets of 200 values each were drawn from the 
same table oZ random numbers and paved at random, 
so that one ;an assume that p = 0. The results for this 
case were 

; = 0.0828 

J. Information Promsing: the Distribution of 
the Ratio of two Jointly Normal Random 
Variables, I. Eisenberger 

3. Estimating p 

Two sets of samples, (Y ) and {d), each containing 200 
sample values, were drawn from a table of r d o m  num- 
bem iu which the entries are independent and distributed 
N (0,l). The transformation 

was then performed. Coriquently, each xi and yi can be 
assumed to be distributed N (91) with a d t i o n  of 0.8. 
Then and r were calculated and found to be 

1. Introduction 

Let x and y be randoh miables, distributed N (m,, u:) 
and N (m, 6). respectively. The distribution of the ratio 
t = x/y is derived in Ref. 1, under the assumption that 
r and y are independent. In that report, the hypothesis 
that uz = 0, was tested, using quantiles, against the alter- 
native hypotheses that uz = eml, when el was unknown. 
The test statistics that were used in order to eliminate 
dependence on U, were ratios of the sums of two sets of 
quantiles and, in order to specify a critical region, it was 
~-essary to determine the distribution of t. In +his note, 
*. 2 derive the distribution of t under the assumption that 

x and y are jointly normal with correlation p. It will be 
shown that the density function, g it), is given by 

The distribution of the random variable t may also be a useful approximation when one is considering the distribu- 
tion of the ratio of the sums of two sets of sample values 
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where nl and n, are large. The central limit theorem, when applicable, assures us that the numerator and denominator 
of R are approximately normal and hence the distribution of R can be approximated by the distribution of t. It should 
be observed, however, that, whereas no moment of t of positive order is finite, the moments of R may exist. 

2. Discussion 

The joint density function of x and y is given by 

where 

Putting x = ty, one sees that, since the Jacobian of the transformation is 1 yl, the joint density o f t  and y is given by 

where 

By completing the square in y, Eq. (2) becomes 

The density function of t can now be obtained by integrating out y in Eq. (3). Accordingly, 

r; 
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By cse of the transformation Z = (A)%(y - B/A),  Eq. (4) becomes 

which, after sim~lification, becomes Eq. (1). 

If m, = m, = 0, g (t) takes on the relatively simple form the lower frequencies, the received signals have the form 
of a sliding tone, or whistle, with the higher frequencies 

0 1 0 2  (1 - pZ)% 
(5) 

arriving before the lower. 
g(t)  = T(d t2- -  2 p UlU2t + cry) 

The transformation o = 02t converts g (t) in Eq. (5) to the 
density function of a Cauchy distribution of the form 

A 
h (o) = 

T [A2 + (U - r)2] 

where, in this case, 

A = u, (1 - p"% 
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K. Astrometrics: Pulsar Observations, R M. Goldstein 

1. Introduction 

Two of the recently discovered (Ref. 1) pulsating radio 
sources, or pulsars, have been observed at the jet Propul- 
sion Laboratory's Goldstone Deep Space C;ommunication 
Complex (Mars deep space station). The signals from 
these pulsars are known (Refs. 1 and 2) to have extremely 
regular repetition periods, although the amplitude within 
a pulse and from pulse to pulse varies erratically. The 
radio frequency of each pulse has been observed (Ref. 3) 
to decrease with time, following the dispersion relation- 
ship of electromagnetic propagation through a medium 
containing free electrons. Presumably, the signals near 
the source contain a wide band of frequencies. Since the 
group velocity for waves in such a medium is less for 

2. Magnetic Field Measurement 

The familiar equation for index of refraction (Ref. 3) is 

NeZ 

where N is the electron density, w is 2~ times the fre- 
quency, e is the electron charge, m is the electron mass, 
c, is the permittivity of space, and B is the component of 
any magnetic field along the line of sight. The + sign 
depends on the relation of the direction of the circularly 
polarized waves to the direction of the magnetic field. 

This fact gives us the possibility of measuring directly 
the interstellar magnetic field, averaged along the line of 
sight. By observing the change of the time of arrival of 
the pulses with the antenna switched from left- to right- 
handed circular polarization, a measure of the field is 
obtained. Although this method is not as sensitive 6 s  the 
utilization of Faraday rotation (Ref. 4), it does not require 
a polarized source. 

3. The Data 

The data collected is in the form of spectrograms of the 
signals. A bandwidth of 3 MHz, centered at 84 MHz, and 
with a resolution of 50 kHz was investigated. Time was 
divided into 15.4-ms slices, and an independent spectro- 
gram was taken for each slice. Because of the periodic 
nature of the pulsars, the signal-to-noise ratio can be 
e n h a n d  greatly by averaging together corresponding 
sets of spectra from m a y  pulses. 
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I I 
82 4 85 4 

FREQUENCY, MHz 

Fig. 26. Set of specks of CP 191 9 taken in successive 
15.4-ms time intervals and averaged 

over 1350 pulses 

A sample set of spectra from CP 1919 is givcn in Fig. 26. 
It shows the time-frequency history of the signals, aver- 
aged over 1350 pulses. Signals from CP 1919 are ,een to 
enter the spectrograms from the high-frequency side and 
move rapidly through them towards the low. It follows 
from Eq. (1) that, if the observed effect is indeed caused 
by dispersion, the relationship between f and t is 

The data from each set of spectrograms was processed to 
determine the constants k and to by the method of least 
squares. The central frequency of the pulse in each spec- 
trum was obtained by convolving the data with the ex- 
pected pulse shape-a maximum-likelihood procedure if 
the shape is perfectly known. 

The results of the least square fit is given in Fig. 27. 
As can be seen, there is a close fit to the theoretical 
curve. Note that, at 83 MHz, the pulse has been delayed 
(dispersed) by almost 7% s. Table 7 summarizes the v a k d  
of k obtained, along with the corresponding frequency 
sweep rates and integrated electron densities. 

TIME, s 

Fig. 27. Least square fit of the function f = k / ( t  - to)% 
to the data from CP 191 9 

From Eq. (I), it follows that the change in time of 
arrival, AT, that occurs when the mode of circular polar- 
ization is switched is 

We found that the measured AT was not statistically sig- 
&cant for either source. However, an upper limit for the 
integrated magnetic field can be set. From the standard 
deviation of the time-of-arrival estimates (0.0006 s), that 
of the magnetic field measurement is found to be 

The time. ~f-arrival measurements ha\ 2 also allowed 
us to reier~nine the repetition period of the pulses to 
surp~sing ,,ccuracy. A very small difference of timing 
betwc:en tlie pulses and the signal sampling equipment 
produczs a cumulative drift of the time-frequency tra- 
jectory d the pulses. Our measurements, corrected for 
the earth's orbital velocity and rotation, are given in 
Tabb 7. Fc . CP 1919, the period matches very closely to 
that publisl ed in Refs. 5 and 6, in distinction to that of 
Ref. 1. 

Table 7. Values of k, sweep rates, and integrated 
electron densities 
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Using the best-fit relation (Eq. 2), we displaced each 
spectrum of a set to a common frequency origin and then 
averaged them. The results are given in Figs. 28a and b. 
These figures, then, show the spectral characteristics of 
the average pulse. 

The frequency structure of these two sources is quite 
similar to the time structure already reported (Ref. 7). 
They both have a basic triangular shape and sudden onset 
and termination. There was no evidence of any power 
outside of th.; main pulse. 

The peak power density, average power, and average 
bandwidth of these pulsars are given in Table 8. 
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Table 8. Peak power density, average power, 
and average bandwidth 

1. Astrometria: Optimum Range Gates, A. Garsio: 

E. Rodemich, and H. Rumsey, Ir. 

1. Introduction 

Let @a denote the family of functions A (x) satisfying 
the following conditions: 

.\ (x) is positive definite and continuous on (la) 
the real axis 

Our problem is to calculate 

-101 I I I I I J 
84.2 84.4 84.6 84.8 85.0 85.2 85.4 

FREQUENCY, MHz 

-101 I 1 1 I I I 
04.2 84.3 84.4 84.5 04.6 U.7 U.@ 

FREOUENCY. MHz 

Fig. 28. Instantaneous spectrum of the average 
pulse of: la) CP 1919, and (bl CP 0834 

max 
~ b =  nrna[, I A ( x ) I ~ *  

This question has arisen in trying to maximize the aver- 
age power of the received signal in JPL's planetary radar 
system. The mitin conclusion is that the present system is 
nearly optimum from the analytic standpoint and cer- 
tainly the best from the standpoint of equipment sim- 
plicity. In radar mapping, A (x) depends on the hardware 
used. Since 

is proportional to the average power received, per unit 
power sent, any A ( x )  which maximizes this integral would 
correspond to a best possible hardware. The present ver- 
sion uses A ( x ) ,  a triangle function obtained as the correla- 
tion function of a maximum-length shift-register sequence. 

'Consultant, Mathematics Department, University of California, San 
Diego, California. 
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Let ($6 be the family of functions A (x) satisfying It can be shown that V N 1 I 

A (x) is positive definite and periodic of period 2r 

(44 

A(X) = O f o r 8 4  I x l L r  (4b) and indeed 
1 

a (0) = 1 (44 lim - IN = C1 
N+m N -t 1 (7) 

A companion to the above problem is that of finding 
Inequality (6) can be used to get some very sharp upper 

'5 bounds for C, and, therefore, since (ac it can be easily 
~a = max l6 1 .I (x) 1 dx shown) C a  = 8C1, also upper bounds for C6 Y 8 > 0. 

.I c ($6 

In this article, we shall establish, among other things, 
We shall see that the two problems are related and, that for the line problem there is a unique marimi~ng 
indeed, when 8 < a, function an  at this maximizing function can be calcu- 

Furthermore, it can be shown that 

c 6  lim- = 1 
6 - 0  Db 

- 
lated to any degree of accuracy by a successive approxi- 
mation method which is suitable to use with a computer. 
We have not succeeded in finding an explicit formula for 
the maximizing function, although such a function can be 
shown to have some rather remarkable properties. In fact, 
we shall see that the extremal function for the line case 
is also the solution of several other maximum problems. 

It can be seen that both these problems are special 
cases of a general quation which can be formulated on a The circle case is open. At this moment, we are not in 
large class of abelian groups. The first arises when the possession even of an existence proof let alone uniqueness 
group in question is the real line, and the second arises for the maximizing function. AS we shall see, the circle 
when the group is the circle. case leads to some very interesting, and as far as we know, 

unsolved problems for the circle group. 

We shall not go deeper here into these matters, but we 
shall be guided by these considerations and refer to the 
first problem as the "line" case and the second as the 2. The Factorization 
"circle" case. When the integers or the Nth roots of unity A wide variety of functions of and can be ob- 
(for a fixed N) are taken as the basic group, we obtain 

tained as follows. For the line case, we start with a real 
two problems which are closely related to the line and 

or complex valued function B(x) which lntisfies 
circle cases, respectively. 

The case of the "integers" can be stated as follows. We p(x) isdefinedin(--rn,+m)andis 
define JN as the family of sequences {a,,) such that square integrable 

{a,) is positive definite (54 8 
p(x) = 0 v 1 x p -  

a n = O  V l n l > N  (5b) 
2 

We then seek 
* 

lN = max 5 
(a,) c 2 N  = 

Y F' 
$$ 
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It is easily seen that such A (x) 4 &?a. Indeed, Proper- sophisticated tools. We give a proof in this article using 
ties (lb) and (lc) are obvious and (la) follows from the a method which we discovered quite independently of the 
identity above mentioned works and which yields at the same 

time an interesting viewpoint. We also indicate briefly 

C i j  A (xi - %I) ti - t j  =z / I l ~ ~ ( x ~ + t ) * ~ l ~ d t  1 possible in the periodic case. From these considerations, it 
why the corresponding factorization is not, in general, 

follows that (when 8 4 a) 

Similarly, in the circle case, we start with a function 
a (x) satisfying 

Examples may also be given which show that strict in- 
a (x) is periodic of period 2~ and equality holds. 

square integrable (104 

8 
Sor.~e sort of substitute for the factorization can be 

~ ( x )  = Ofor-4IxlL-a 2 (lob) established in the periodic case. It reads a> t'ollows: every 
function of C6 can be written in the form 

We then set 

Again, it is easily shown that I' (x) c e6 for any such choice 
of a (x). 

where A (t) r Oh,, a (x) is periodic and vanishes for 
L 1x1 IT, and 8, + 8, L8. Furthermore, the Fourier 

transform 

has all its zeros on the real axis and is non-negative at 
It is compelling at this point to ask whether or not such every integer where the Fourier transform 

representations are ajways possible for functions of Efa  
and It is clear that this would introduce a consider- 

rV 

able simplification on our maximum problem, since the A (n) = /:eanza (x) dx 
conditions on P(x) and a(%) are very simple and easy 
to handle. is different from zero. 

However, the remarkable fact which distinguishes the These conditions are necessary and madent for the 
line case from the circle case is that this factorization function I' (x), given by Eq. (12), to belong to the class Q; 
holds in the former but not in the latter case. unfortunately, they are not easy to work with. 

The factorization result can be stated as follows: 3. Symmetrization 

Theorem 1. Given a function A (x) which is positive We have seen that every function A (x) E @a can be 
definite on the real axis and vanishes for 1x1 + 8, then written in the form 
there is a function p (x) which is square integrable and 
vanishes for I x 1 > 8/2 such that (13) 

(11) where p (A) satisfies the conditions 

8 
P(x) = 0 v 1 x p -  

This result can be stated and proved as a theorem on 2 (144 

entire functions of exponential type (Ref. 1, pp. 124-126). 
In tilis form, it is also stated without proof in a paper of 
Krein (Ref. 2). However, there is no need to use such 

1: lfl(x)12dz = 1 (14b) 
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This result not only does simplity considerably our maxi- Note that, by Eq. (19) and Fatou's lemma, P(x) will 
mization problem but can also be used to narrow down also satisfy 
our search for the maximal function. 

6 
Indeed, we show here P may, without loss, be restricted P(x) = 0 v 1x1: , 

.., (ZOa) 
to be non-negative and symmetrically decreasing. More 
precisely, we show: /rP2 (x) dx 4 1 

Theorem 2. Let 3; be the subclass of g6 of functions 
A ( 4  which admit fl fflctorimtion of the f o m  Eq. (13) Furthermore, from Ineq. (I*), we get 
with a P(x) satisfying in addition to the conditions in 
Eq. (14) also 1 

P (x) 0 (15a) P n k  (X + t )  P"k (t) (Ix + t11ll)lf 

P(x) = r'(-x) So at least, for x # 0, from Lebesgueps dominated con- 

/3(x)Sp(y)whenOLxL--y  (154 vergence theorem, we get 

then 
lim l r p n k  (x + t) P n k  (t) dt  = /+*p (x + t) P (1) dt  

mar \ r l . i ( x )12dx=  max / + m l . ~ ( x ) l ~ c / x  k+  w . -m 
.I € 3.76 ~ € 2 5 .  

In other words, 

4. Existence 1im (x) -= A (x) 
k - r m  

Symmetrization yields a very quick path to existence of 
the maximizing function. Indeed, let when 

Pn(x + t)Pn(t)dt (16) 

be a sequence of functions in the class 3: (i.e., each pn We have 1 A, (x) ( L 1 V n, so again by dominated 

satisfies the Conditions (14) and (15) such that convergence 

C6 = lim 1; [A, (x)]' dx =l: [.I (x)]' dx 
k - r m  

Since each pn is non-increasing for x A 0, However, this result, combined with Eq. (20) and the 
definition of Ca, implies that equality must actually hold 

xP: (I) A%* p2 (t) dt  4 1 in Eq. (20b). Thus, A (x) must belong to G'i and indeed 
must be a maximizing function. 

so, by symmetry, 
The above argument is the one by which existence of 

Pn ( 4  - (lxll)lh v x # o  (18) the maximizing function was first obtained. Later on, we 
found another path to existence which we shall present 

By a well known argument, we can produce a function in the Subsection 5 since it follows a rather interesting 

p (x) on (- oo, + w ) t h ~ t  is symmetric and non-drcreasing and fruitful line of reasoning. 

for x 0 and a subsequence {Bnk (x)) such that 

at all points of continuity of /3 (x). 

(19) 5. The Integral Equation, Another Path to Existence 

Before proceeding with our second proof of existence, 
we should observe that the considerations at the end of 
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Subsection 4 yield a result which will be rather crucial Our uniqueness result can then be stated as follows: 
for our later considerations, namely: 

Theorem 4.  There is at most one admissible function 
Theorem 3. If p ( x )  which sati,.jies the equation 

is a maximizing function in @a, t h n  /3 ( x )  satisfies the 
integral equation 

In Subsectiotr 6, we shall show that this function is unique. 

6. Uniqueness 

It lvill be convenient at this point to work with 8 = 1. 
This involves no loss since we can always reduce our- 
selves to this case by a change of scale. We shall use here 
and in the discussion that follows 8 and C to mean R1 

and C,. 

Our point of departure to show uniqueness of the maxi- 
mizing function will be Eq. ( 2 1 ) .  However, we shall write 
it in the form4 

where x indicates convolution and 

Let us say that a function p ( x )  ol: ( -. m, + w ) is "a,dmis- 
sihle" if and only if it satisfies the conditions 

From this result, it follows immediately that there is 
only one function A ( x )  in each class Q', (see Subsection 3 
for definition of g',) which maximizes the integral 

Uniqueness in Ff, can be established by showing that 
every i i  E Ob for which I ( A )  = C6 is necessarily in 0':. This 
given, it is easy to show that the equation 

has a unique solction p ( x )  satisfying the conditions 

1: p ( x )  d x  = 1 ( 2 6 4  

7.1 he Successive Approximation Method 

In this subsection, we shall denote our extremal func- 
tion by Po. We know that this function satisfies the 
equation 

P ( x )  = p ( - x ) h o  v x  (Ua) x ( 4  = 

(23b) 
where A, is the extremal con~tant .~  

P ( x ) P ( y )  V O L x l y  (a) 
This given, we can try to obtain Po by a successive 

1 
(234 

approximation method of the form 
/I(%) = 0 v I x p T  - 

L P n + l  (x) = P n  X PI X Bn ( x )  x (28) 
'Recall that B ( x ) ,  for the maximizing function, has been shown to 
be symmetric. Thus, A ( % )  = /3 x B ( x ) .  'This is the constant we denoted by C, in the Introduction. 

I 
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where A, is determined each time by the condition that for some constant 0 < p < 1. This, of course, implies that 

This is indeed the method we shall use, and we shall 
show that the iterates in Eq. (28) do converge geometri- 
cally to Po when the initial function 8, is taken to be 
sufficiently close to Po itself, in particular when P, = x. 

This is an obvious method to use; however, the esti- 
mates needed to complete it are not so obvious and are 
rather delicate. 

Let us introduce for each n l 1 the function 

An (x) = Pn (x) - en Po (x) (29) 
where 

Since 8, is normalized, we see that for each n 

I i  P n  - PO I1 + 0 

geometrically as n + a,. 

For each admiss;ble /3 set 

F(P) = P X  P x P(*)x(x) (32) 

Inequality (31) can then be written in the form 

I I  F (PA - ( F  (fin), PO) Po 11 A P I !  A n  1 1  I 1  F(Pn)lI (33) 

A simple geometric argument shows tl::&t for any a > 0 
and any F 

Indeed, Ineq. (34) (when it is not trivial) simply says 
that the sine of the angle between the directions of Po 
and F is always less than the sine of the angle between 
Po and the tangent to the circle through F with center 
at the point aPo. 

Our goal is to show that under suitable circumstsnces This given, we can assure Ineq. (33) if we can find an 
we have a for which 

( 1  An+l 11 4~ An 11 V n (31) I I  F(Pn) - QPO I I  L a p  I I  A n  I I  (35) 

To this end, using the Relation (29) into (32), in view of (n), we get 

F(P.)= ~ e : , x ~ p , , + 3 e : , p o x p o x ~ n + 3 e n ~ o x ~ n x ~ n + ~ n x ~ n  x a n ) x  

This suggests taking a = d:Ao in Ineq. (35). With this choice of a, we get 

IIF(Pn) -aPoII&3&11~Po XPo x A n I I  + 3flniix/?q An x A.11 + IIxAn X An XA*II 

We shall need to estimate the three terms on the right-hand side of this inequality as accurately as possible. 

For the first term, we use the eigenfunction expansicm 

and obtain, using the orthogonality of an and po, 

I I  PO x 80 x An [ I P  L- A: I /  An / I 2  
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where A, denotes the next largest eigenvalue corresponding to an even eigcnfunction of the kernel Po X Po (X - y) in 
[ - 1/2, I /2] X [ - 1/2,1/2]. 

For the sec~nd term, we observe that by Schwarz's inequality 

Using again the eigenfunction expansion Eq. (37), we then get 

1 1  P o  x An x An 11 L(Ae)' 11 An 1 1 '  

The last term is easiest to estimate. We get 

1 1  An X An X An 1 1  L h o  11 An [ I 3  

We see that for the method to bc accomplished we need 

39: A, 11 A, jl + 30, (A,)' 1 1  An 11' + A,, I \  An 11' zg 03, A o ~  1 1  An ) I  

Simplifying and noticing that 

we get 

In Subsection 6, we showed that A,/& 4 % and we proved A,, %. We see then that Ineq. (41) will be satisfied if 

Note now, if we do establish this relation with a p < 1, then we shall have 

1 - = 11 An+, )I2 L--p2 1) An )I2 < (1 - 0:) 

In other words, the 0"'s increase. 

However, since the function 

decreases as B increases, we see that in order for Ir,eq. (42) to hold for all n, all we need is to assure that it holds for 
n = 1. 

From the form of g (8). it is easy to see that if /3, is sufficiently close to Po, we shall have 

g (8 , )  < 1 
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To verify this relation for 

we need a careful estimate of 0 for such a function. This can be achieved by means of the following inequality, the 
proof of which is immediate. 

Lemma 1 .  Let 4 (x) be memrable in [a ,  P] and let If we have 

then 

then, since this implies SO., we get 

1 t 8, 
II Pn+l - & IIz L p2 II Pn - Po 11'4 P' II Pn - P o  11' 

The t-iangle inequality then gives 

1 
For our extremal function p,, the hypotheses of the IIPn - 80 11'- 11  Pn+l - Pn 11 V n 

lemma are satisfied with a = (2)$5/2 and b = 1 / ( ~ ~ ) % .  
Indeed, db(x) is symmetric around 'era and does not In .the, words, we can tell how we are to Po at 
increase away from zero. Furthermore, we know any step of the iteration by seeing how clese is Bn+, to Pn. 

It is not d a c u l t  to see that ihe estimates presented 
in this subsectior! yield the following results: 

and from the eigenfunction expansion Eq. (37), we get Theorem 5. Let be any admcss;ble fUnctiLA let 
0 = (P",P) y 

1 = p:(x)dx=~. x / 3 0 ( ~ ) ~ A . . / ? $ ( ~ )  
1 3 1  ' z ( : )"( i ) ' , ' ( l -ez) l , i+--  q(e) =-- +-  8 f o3 (1 - ez) < 1 

Simple arithmetic then gives 
then 

II P - P o  I1 
I I 

Substituting this value of 8, in g(B), we then get 
Theorem 6. Let F (r )  be a (possibly d i n e a r )  oper- 

g (0,) 10.&31 atm on some hi&& space R. L ,.t 8, be an eigerbnctton 
of F (x), i.e., let 

Thus, the convergence of the iterates in Eq. (28) for this 
choice of /3, is established. F (Po) = AO P o  

Remark 1. The method establishes more than the con- Assume that for some El > 0 

vergence of pn to PI,. We can write 

SUP 
II F(x) - 4% II 

2 
j j  / Iz x -  (x,PoB~)Bo l lhf j  t it BU+I - PO 11' = re@, 11 xll,= 1 

t i  
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Then the sequence of iterates 

does cmtwge towards Po, and indeed 

Using theorem 5, we were able to calculate our ex- 
tremal constant to 24 decimal figures. The result ot this 
calculation gives 

The value attainable with the present range-gated radar 
is C, = 2/3, obtained with the triangular correlation func- 
tion of a maximal-ler .;th shaft-register sequence. Thus. 
the present system is near optimum. 

8. Some Final Remarks 

It can be shown that our estremal function Po (x) is 
in ( -  1/2,1/2) the restriction of an entire function. This 
follows from the integral equation by successive differ- 
entiation and a judicious estimation of t5e resulting 
terms. Although straightforward, this calculation is quite 
intricate and is omitted. 

It would he interesting if (x) could be expressed in 
tenns of familiar functions or if C, itself turns out to be 
reiatcd to some of the classical constants. 

It is interesting to note that our final result in Sub- 
section 7 can be put in the form 

where P,(n = 1, . - - ) is the outcome of the nth itera- 
tion of the successive approximation method, Po is the 
function we want to calculate, and p is a constant we 
can explicitly estimate. Thus, we can calculate our un- 
known function and constant with any degree of accuracy. 

However, our proof of Ineq. (43) is non-constructive. 
The same holds for our existence proof for 8,. 'Plis says 
that it is quite possible to obtain explicit estimates 

(thereby estimates that can be used in the applications) 
by entirely non-cqnstructive arguments. 
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M. Data Compression Techniques: Product Entropy 
of &ussian Distributions, E. C. Posner, 

E .  R .  Rodemich, and H. Rumsey, Jr. 

This article is a study of the product epsilon entropy 
of mean-continuous gaclssian processes. That is, a given 
mean-continuous gaussian process on the unit interval 
is expanded into its Karhiinen expansion. Along the kth 
eignfunction axis, a partition by intervals of length ~k 
is made, and the entropy of the resulting discrete distri- 
bution is noted. The infimum of the sum over k oi these 
entropies subject to the constraint that z L e z  is the 
produd epsilon entropy of the process. It is shown that 
the best partition to take along each eigenfunction axis 
is the one in which 0 is the midpoint of an interval in 
the partition. Furthermore, the product epsilon entropy 
is finite if and only if x hk log l/>.k is finite, where Ak is 
the kth eigenvalue of the process. When the above series 
is finite, the values of e k  which achieve the product 
entropy are found. Asymptotic expressions for the prod- 
uct epsilon entropy are derived in some special cases. 
The problem arises in the theory of data compression. 

The work is motivated by the problem of data com- 
pression, the efficient representation of &ta for the pur- 
pose of information transmission. We shall consider the 
case in which the data to be represented conlists of a 
sample function from a mean continuous gaussian process, 
X, on the unit interval. Our basic problem is how to trans- 
mit (over a noiseless channel) information as to which 
sample function of X occurred. We assume that the re- 
cipient of thc transmitted data has full knowledge of the 
statistics of the process. In particular, he knows the 
Karhiinen expansion (Ref. 1) of the process; namely 

where the y k  are mutually independent-unit normal ran- 
dom variables (they determine which sample function of 
the processes occurred); the +k(t) are the (orthonormal) 

JPL SPACE PROGRAMS SUMMARY 37-51, VOL. 111 



eigenfunctions of the process; they are known a priori, 
AS are the Ah, which are the eigenvalues of the process. 
We note that the series in Eq. (1) converges with prob- 
ability 1. If 

is the covariance function of the process, then 

the convergence being uniform on the unit square. Fur- 
thermore, R (s, t) is jointly continuous in s and t. The 
functions $k are continuous and satisfy the integral 
equation 

where the hk are non-negative and are the eigenvalues 
of this integral equation. It follows that 

In the special case when all but a finite number of the k 
are zero, the process X is just a finite dimensioi~al gaus- 
sian distribution. The interesting cases, from the poiilt 
of ~ r d u c t  entropy, tnrn out to be the one-dimensional 
processes and the infinite-dimensional processes. 

In the data compression problem, we wish to represent 
the sample functions of the known process X. By Eq. (1) 
we can fully describe a sample function X (t) by speci- 
fying the values of the yk which occur in Eq. (1). We 
shall call yk the projection of the process along the kth 
coordinate axis. 

Our final assumption concerning the nature of our 
problem is the requirement that the information which 
is transmitted must be adequate to locatc. the sample 
function in some set of (L,) diameter at *nost E. 

The data compression procedure we propose is as fol- 
lows: Observe X (t) and compute its projections, yk, along 
the coordinate axes. Quantize the kth coordinate axis into 
intervals of diameter at most q. For each k, transmit the 
index of the interval which actually occurred. If the ~k 

satisfy 

then, with probability 1, when the intervals of uncer- 
tainty are known, the original sample fuiiction is known 

to within a set which is a hyper-rectangle of diameter 
at most E. 

Our main concern in this article is to study the entropy 
of the above procedure. We obs~rvc that this entropy 
does not depend on the eigenfunctions, $k, of the process, 
but only on the eigenvalues, hk. This is because any two 
mean-continuous gaussian processes with the same hk pos- 
sess measure-oreserving isometries between the Hilbert 
spaces generated by their +k. It follows that asslimptions 
about stationarity, band-limiting, etc., are relevant only 
insofar as they help estimate the Xk. 

A definition of epsilon entropy for mean-continuous 
stochastic processes is found in Ref. 2. The entropy de- 
fined in Ref. 2 is upper-bounded by the product epsilon 
entropy considered here; for it uses partitions by arbi- 
trary measurable sets of diameter at most E, instead of 
hyper-rectangles of diameter at most E. I t  can be shown8 
that the epsilon entropy of a mean-continuous gaussian 
process on the unit interval is always finite. It  turns out, 
however, that product entropy is finite if and only if 
1 hk log l / h k  converges. A further discussion of data com- 
pression in a general setting is in preparation.? 

Subsection 2 treats the one-dimensional case. We show 
that the best E-partition (the epartition with least en- 
tropy) is that partition by intervals of length E which 
contains the interval ( -~ . . /2 ,  Q). We treat the cases of 
large and small E separately. Techniques of analytic func- 
tion theory are necessary. . 

In Suhsedwn 3, we show :hat the product epsilcn 
entropy, 1, (X), of a mean-continuous gaussian process 
on the unit interval is finite if and only if Z hklog !/Ak is 
finite. In case Je (X) is finite, we give a product partition 
whose entropy equals J, (X). 

Subsection 4 gives an asymptotic form for 1, (X) when 
the eigenvalues satisfy a relation of the form Xk + BkP. 
In particular, for the Weiner process, ],(X) c C/c2 as 
E +  0, where C is a constant between 6 and 7. 

Szrbsection 5 considers a general lower bound LC (X) 
for le (X). We show that if 

'Posner, E. C., Rodemich, E. R., and Rumsey, H., Jr., Epsilon 
Entropy of Gaussion Processes (to be publishpd ). 

'Posner, E. C., and Rodcmich, E. R., Epsilon Entropy and Data 
Compression (to be published ) . 
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then the ratic Ic /L,  remains bounded as r tends to 0; The term "epsilon entropy" in the following lemma 
and if refers to the definition of Ref. 2: the epsilon entropy of 

a a separable metric space with a probability distribution 
Ak = o (nA.) on the Bore1 sets is the infimum of the entropies of all 

k ~ n  partitions of the space by measurable sets of diameters 

then Jf ,- LC as c+ 0. at most E. 

This last result implies that, when For conciseness, the statement of the lemma neglects 
the behavior of the partition on sets of probability zero. 
More precisely, the sets of positive probability in an 
optimal partition can be intervals of length c with sets 
of probability zero omitted. 

product r-entropy is asymptotically as good as e-entropy 
for small r. .4s an application of our techniques, we show Lemma 1. Let X be the real line with a probability 
that for a stationary band-limited gaussian process on distribution p on the Borel sets of X such that p has a 
the unit interval, with well-behaved spectrum, density p(x) which achieves its maximiim value at 0, 

is monotonic on (0, a), and even [p ( - x )  = p (x)]. Then 
1 the r-entropy of X is attained only by a partition which 

log2 - r consists of consecutive intervals of length c (or one which 
I c  (X) - 1 agrees with such a partition on the interval supporting p 

2 log log ; if this interval is finite). 

Subsection 6 presents an application of theorem 5 to 
band-limited processes. 

2. The One-Dimensional Normal Distribution 

In this subsection, we consider a normal random vari- 
abIe of mehn 0 on the line. We show that the r-partition 
of the line with least entropy is the "centered partition 
consisting of non-overlapping intervals of length r, and 
containing the interval (- r/2, e/2). 

The hypothesis of unimcdality of the description is 
essential for the conclusion of lemma 1. The distribution 
need not be symmetric, however. This assumption was 
used to simplify the treatment of a partition in which the 
interval containing zero has length less than r. In the 
problem at hand, lemma 1 implies that for gaussian dis- 
tributions, the epsilon entropy is attained only for a par- 
tition by consecutive intervals of length r. We are thus 
led to the following definition: 

We need a series of six lemmas to prove this result, Definition. Let X be the real line with the probability 
which is theorem 1. The first lemma shows that we need distribution of a normal random variable with mean zero 
only coilsider portions consisting of non-overlapping and variance 1. Let h (r, a) be the entropy of the parti- 
intervals of length r. Lemmas 2-3 show that the centered tion of X by intervals of length centered at the points 
partition is best (has smallest entropy) if e h 3. Lem- r (k - a), k = 0, +1, +2, . . . : h (E, 0) is denoted by 
mas 4-6 are devoted to showing that the centered parti- h (e), the entropy of the centered 4 partition of X. 
tion is best when E 4 a. 

We begin by defining the entropy of a countable par- Lemmas 3 and 6 below show that for any c > 0 we 

tition U of the real line under a pmbabibty measure: have h (', a) h k), with equality only if a is an integer. 

Let the probabilities of the sets of u be denoted by pi. We first &fine functions and state sollle of their 

Then the entropy H (U) of the partition U is the (Shannon) properties. Let P (e, z) be the probability of the interval 

entropy of the discrete probability disbibution {pi), of length c centered at rz, so that 

(P+l/Z)€ (8+1/2)€ 

1 P (c, z) = / +iy)dy=/  exp(--f)& 
H(U) = x P i l o g -  (7) (Z-IIZ)~ (2-112)f 

Pi 
i (8) 
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where 4 is the normal density function. Since 

for large z, all the series which we encounter will cunverge absolutely; we need make no further mention of con- 
vergence. 

Define 

P(€,Z - +) 
F ,.;I = F (r, z) = log - 

P(€,Z + +) 

The following lemma lists some of the properties of P and F. 

Lemma 2. The following seven properties ha!d for the functions P and F: 

P (r, - z) = P (c, z)  

F(-2) = -F(z) 

1 a 1 
-I - (: eZz for z > o  
dZ  'Og p (c, z) 

3 1 
0 < F'(z)forz,r > 0, F' (2) L j- e2 for z > s  

for z>O 

F(+z) > ~P+(Y)+ - 4 l '  + ( Y ) ~ Y  for O < Z < ~  1 
e-'2 

F (r, z) is increasing in E for ked z > 0 

The next lemma proves theorem 1 for large c. However, the Mcult case is the case of small c. 

Lemma 3. If E A 3, h (r, a) assumes its minimum vnlue only when t? is an integer. 
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To complete the proof of theorem 1, we shall have to study the function h (e, a) very carefully. This is because for 
small c 

so that h is very flat as r + 0. 

The rapid convergence of the series for h (e, a) ensures that it is C". From the periodicity of the function in a, it 
follows that it is the sum of a convergent Fourier series: 

where 

We interchange the order of integration and summation here; after the substitution k - a = x, we have 

To get useful inequalities for these d c i e n t s ,  we need Lemma 4. The zeros {kck!  of Q (r, Z) are all distinct 
to investigate the properties of P (5 ,  z) as an entire func- and are on the imaginary axis for 0 < e < e, = 4.309 . - . . 
tion of the complex variable z. Furthermore, under the appropriate indexing, we have 

Define 5 k  2rk<,<2a(k+ I), k=1 ,2 ,  - - .  
a (13) 

""" exp (-&) P ( e, :) I Q (€7 2) = - e 
so that (11) 

which shows that Q (e, z) is an even entire function of z 
of exponential type. Hence, it can be expressed in terms 
of the canonical product of its zeros +5,, kc2,  . . - as 

Thus, information about the zeros of Q ( r , z )  would be 
quite usefuI, and the next lemma furnishes the required 
information. 

Next, lemma 4 will be applied to get estimates for the 
Fourier coefficients C, (r) of h (r, a). This is the content 
of lemma 5. 

Lemma 5. If 0 < e < r,, 

and, for n A 2, 
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Lemma 6. For 0 < r I a, h (r, a) > h (r) when a is not 3. The Product Epsilon Entropy Function Jr (XI 
an integer. In this subsection, we define the product c-entropy, 

If (X), of a mean-continuous gaussian process X on the 
The of the line unit interval. The main results are contained in theorem 2. 

under a one-dimensional gaussiau distribution with We find a necessary and sufficient condition for J, (X) to 
mean 0, variance u2 is h (c/o). The only r-partition of the be finite. In the case when 1, (X) is finite, we show how 
line with this entropy is the partition into consecutive to construct a product r-partition with entropy equal to 
intervals of length E with one interval centered at zero. I' (X). 

Proof. We can assume u = 1, since the general case 
follows by a change of scale. By lemma 1, the only 
r-partitions whose entropy can be the r-entropy of the 
space are those which subdivide the line into intervals 
of !ength e. We run through all these partitions by taking 
the partition into r-intervals with one interval centered 
at -€a, 0 4 a < 1. These partitions have entropies h (r, a), 
so that 

H ,  (X) = inf h (r, a) 
111a<1  

By lemmas 3 and 6, for any positive r, this infimum is 
assumed only at a = 0, which proves theorem 1. 

In order to define the product c-entropy function If (X), 
we first consider the class a: of all product c-partitions 
of L, (0,l). A product r-partition of L2 (0,l) is ihe car- 
tesian product of rk-partitions of the kth coordinate axis 
in the Karhiinen expansion of the process, where X r i 4  e2. 
Thus product r-partitions consist of hyper-cubes of diarn- 
eter at most 4. Next define .rr, to be the subclass of a: of 
partitions in which a countable collection of the sets have 
a union with probability 1. A product partition in ar 

includes a denumerable partition of a subset of X of 
probability 1. By the etltropy of the product partition 
we mean the entropy of this denumerable partition. 

The final lemma of this subsection lists some properties ~ h ,  epsiloll is defined as 
of the function h (r). These properties are interesting in 
themselves, and they are also needed at various points Jr (X) = m if rf is empty 
throughout the remainder of this article. 

If (X) = inf H (U) if rf is not empty 
Lemma 7. For 0 < r < m , h' (r) < 0 and [h' (E), €1' > 0. I r r ,  

The function h'(r),;r varies monotonically from - w to 0 The entropy H (U) is defined as in Eq. (7) over the sets 
for r on (0, m). Also, the following asymptotic formulas of of positive probability. 
hold : 

1 
h (r) @ log 

1 
Id(€) - - - 

E 

It turns out that a' is empty if the series Eq. (19) 
diverges, and otherwise J, (X) is finite. 

Our &st lemma shows how to compute tne entropy of 

(16) a product partition in terms of the entropies of its one- 
dimensional partitions. 

L m  8. Let the probability space X be the product 

r of a sequence of probability spaces X.,X,, - . . , with 
h (r) - - product measure. If Uk is a partition of Xk, k = 1,2, . , 

(17) 
and U the product partition of X, then 

Now that we have gotten "preliminaries" about the one- 
dimensional gaussian distribution out of the way, we can This is to be interpreted to mean that if the union of 
begin to study the case of arbitrary mean-continuous countsbly many sets of U does not have probability 1, 
gaussian processes on the unit interval. then H (U) is infinite. 
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The next two lemmas taken together show that, for a 
mean-continuous gaussian process on the unit interval, 
either T, is empty for all r > 0, or else Ti contains a par- 
tition of finite entropy for all r > 0. 

Lemma 9. Let X(t) be a mean-continuous gaussian 
process on the unit interval. Let U be a product partition 
7f L, (0,l) obtained as the product of partitions Uk of 
the coordinate axes by intervals of lengths rk. Then the 
following three conditions are equivalent: 

(I)  The union of countably many sets of U has prob- 
ability 1 

(2) U contains a set of positive probability 

(3) With probability 1, all but a finite number of com- 
ponents of an element of L, (0,l) lie in the unique 
interval containing zero in the partition of that 
coordinate. 

If the partitions Uk are centered, these conditions are also 
equivalent to 

where + is the unit normal density function, and {Ak) are 
the eigenvalues of the process. 

Lemma 10. For k = 1,2, . - . , let Uk be a given 4- 
partition of the kth coordirate axis. Let E d 2  converge, 
and let a countable subpartition of the product partition, 
U = rrkUk, cover a set of  roba ability 1 in L, (0,l). Then 
for every r > 0 there exist q-partitions, Vk, of the kth 
coordinate axis such that 

r2 = 2 ri 

and 

ZH(Vk) < a 

Lemma 11. For a mean-continuous gaussian process 
on (0,l) with eigenvalues A, = 4, n = 1,2, - . . , the 
product centropy is given by 

Proof. With each product r-partition of X, we can asso- 
ciate a sequence {c) such that the partition of the kth 
component space Xk is an a-partition, and z el = rz. For 
given {a), the minimum possible entropy of the partition 

i 

of Xk is h (tkluk), by theorem 1. Hence, Eq. (18) follows 
from lemma 8. Lemma 11 is proved. 

Equation (18) reduces the problem of finding an opti- 
mal product r-partition to the problem of selecting an 
optimal set, {a) ,  of quantizations for the coordinate axes. 
The next theorem solves this problem and gives a neces- 
sary and sdicient condition lor J ,  (X) to be finite. 

Theorem 2. The product r-entropy ].(X) of a mean- 
continuous gaussian process on (0,l) with eigenvalues 
{Ak) is finite if and only if 

If this condition is satisfied, the equations 

have a unique solution {Sk) with A such that 

Z AkSZ = r2 

Then 

On the other hand, if Eq. (19) is violated, Eqs. (20) 
and (21) have no solution. The condition Eq. (19) is also 
the condition that there be a countable subpartition of 
some product epsilon partition covering a set of prob- 
ability 1. 

Proof. Set uk = AX:/2. We want to minimize 

subject to condition c? =: 8. Equation (20) is the con- 
dition for a minimum, by the method of Lagrange multi- 
pliers, if Sk = Q/Q. To avoid justifying the use of this 
method in an infinite-dimensional space, we will consider 
finite dimensional subspaces of X.  

First we show that Eqs. (20) and (21) have a (unique) 
solution for any E > 0, if any, only if Eq. (19) is satisfied. 
According to lemma 7, for any A > 0 there is a unique 
solution {bk) of Eq. (20); each 8k is a monotonic decreas- 
ing function of A, and 

lim b k  = 00 , lim bk = 0 
A+O+ A + -  

JPL SPACE PROGRAMS SUMMARY 37-51, VOL. NI 



For a given value of A, Ahk + 0 as k+ oo. Hence for aries. Hence the infimum is assumed at some point, and 
k sufficiently large, is SO large that we can conclude we have there 
from lemma 7 that 

where 

1 
16 (21r)H < Ck < 

where A(") is a positive constant. Let ~k = 8 p )  an be a 
solution of this system of equations, which lies on the 
sphere. Then 

Then we have h' (a(")) -A = -A(n1hk, k = l , .  . . 
8 l,"' , n 

1 
Ck8k e ~ p  (- 8 81) = Ahk (24) 

and 
which implies n 

1 x hk8p)' = e2 
k: 1 8 i +  8log- 

Ak 
(23) 

For any value of A'"), the solutions of Eq. (24) are 
We see that the series Eq. (21) is finite if and on], if uniq!. by lemma 7. Furthermore, as A(") varies from 

Eq. (19) is satisfied. If Eq. (19) holds, then the monotone O oo* each varies monotonic all^ from w too. Thus, 

dependence of ak on A shows that the series in EQ. (21) there is a unique value of A("' at which Eq. (25) is satis- 

is a strictly decreasing function of A, taking all positive fied. have 

values as A ranges over all positive values. Therefore, n 

Eqs. (20) and (21) have a unique solution. I€ (X) 1, (Xc")) = x h (8p))  
k = 1  

(26) 

Notice also that the existence of a solution of Eqs. (20) 
and (21) implies that I, ( x )  is finite, for if we put q = mBk, 
then 

ZeE = C 

and 

t; 
This series converges, for by lemma 7, 

Now let X'") be the product of the first n coordinate 
spaces. By lemma 11, 

This can be done for any n. In particular, for the num- 
bers A("") and 

are solutions of Eq. (24) with A(") replaced by A("+'), and 

It follows that A A(*). Define 

2 is either a positive real number or oo. 

First suppose 2 = oo . Then as n + a, A(") hl + oo and 
81"'- 0. From Eq. (26), 

+ 
C" I 

4 > This sum is n  continuo^ function over the positive 2"-tant so IC (X) = m . It follows from above that in this case 
p' 
&, 
. ,* . of the sphere C 4 = sz, approaching infinity at the bound- Eq. (19) is violated. 
4, 
14. 
a; 
t 

$& 
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Now let be finite, and let {&) be the solution of Also note that Eq. (19) is the entropy of the distribution 
Eq. (20) when A = A. Since A(") I A, {hk), provided the hk are normalized so that z Ak = 1. The 

occurrence of the entropy of the eigenvalues in this way 
appears to be fortuitous. 

hence 4. Some Special Processes 

In this subsection, we shall consider a class of gaussian 
processes whose product €-entropies can be estimated for 
small c by theorem 2. We begin with some general re- 

- 

This shows thpt there is a value A' of A for which the marks On product c-entropy. 

solution of Eq. (20) satisfies Eq. (21), and A* 4 A. Denot- 
ing this solution by {a;), we have Let X be a finite-dimensional mean-continuous gaus- 

sian prozess on (0, l) .  That is, X has only a finite number 
,, of non-zero eigenvalues, A,, . . . ,An, say. It is a conse- 

Ak8X.:'Le2 
k 1 

quence of theorem 2 and lemma 7 that 

hence A* 1 A("),  for all n. It follows that = A*. 1 
J c  (X) + n log -- 

c 

For each k, we have 81"' + & as n+ CQ . From Eq- (2% as e + 0. For this reason the interesting processes to now 
if m l n ,  consider, from the point of view of product c-entropy, 

arp the infinite-dimensional ones. 
I. (X) e (8p') 

k = 1  

The first thing we observe about an infinite-dimensional 

Letting n + m, then m+ m, we obtain process X is that, as c+  0, its product c-entropy must 
increase faster than any positive multiple of log 1/c. To 
verify this, let X(") be the finite-dimensional process ob- 

lc (XI i h (&) 
k = l  

tained from X by setting hk = 0 for k > n. Then as e-• 0 

On the other hmd, we have seen above that this series 
is the entropy of an c-product partition of X. Therefore, 
equality holds, and Eq. (22) is true. The last assertion of 
the theorem follows from lemmas 9 and 10. This com- 
pletes the proof of theorem 2. 

Corolhy.  Jf (X) is a continuous :unction of r.  

Proof. This is a consequence of the formulas of the- 
orem 2. The asymptotic formrlla (23) is uniform over 
any interval 0 < A, A 4 A, < CQ. Thus the series in 
Eqs. (21) and (22) are uniformly convergent. It  follows 
that these series are continuous functions of A. Since r, 
given by Eq. (21), is a strictly decreasing function of A, 
A, and 1, (X) are continuous functions of c This proves 
the corollary. 

Since n was arbitrary, this proves our assertion. 

In the final Subsection 5, we shall develop some tech- 
niques which are more generally applicable than theo- 
rem 2. For the present, however, we shall consider 
mean-conti~luous gaussian processes on (0 , l )  whose eigen- 
values satisfy a relation of the form 

where B > 0 and p > 1 are constants. Special cases of 
these processes arise as solutions of the stochastic differ- 
ential equation 

dnX - dn-lX + dmN 
We remark that when the A, are written in non- dtn 4-a,-,- . . + a x =  b , +  . - + bN dtm 

increasing order, condition (19) is equivalent to 
where N (t) is white gaussian noise of spectral density 

zhklogk< w 1/2 and the a's and b's are constants with b,#O and 
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n > m. For these processes, R (s, t) = E [X (s) X (t)] can of all countable partitions or sets of probability 1 in 
be found as well as the Ak. However, for our purposes L, [O,l] by measurable sets of diameters at most c. Thus, 
;t is enough to know that H, (X) lc (X). However, it has been shownf that for the 

Weiner process 
A, w Bk-p 17 - 1 

32c2 < lI, ( X )  < 2- 
where B > 0 and p = 2 (n - m). This is true for stationary 
processes by Ref. 3 and apparently is also true for non- 
stationary processes. The most important special case is (the notation U  < V  means lim sup U / V  L 1). Thus, for 

the Weiner process, for which the U'einer process, 

dX/dt = N, R (s, t) = min (s, t) 

and 

liminf J ' O l 6 . 7 1 1  . . . 
f + O  H , ( x ) -  

1 This means that, for small e, the product c-partition on 
the average requires at least 6.7 times as many bits to 

k = 1 , 2 ,  . .  . transmit the outconie of the process as does the optimal 
r-partition. 

The main result of this sllbsection is the following 
theorem which givcs an asymptotic formula for 1, (X) 
as c+ 0. 

Theorem 3. Let X be a mean-continuous gaussian 
procesy on the unit interval with eigenvalues {A,) such 
that 

B > 0, p > 1. Then, as c+  0, 

5. The Order of Magnitl~de of J,  (XI 

In this final subsection, a useful lower bound Lf (X) 
for Jf (X) is considered. Conditions on the eigenvalues Ak 
are given, which guarantee that Jc (X) = 0 [LC (X) I, or 
even 1, (X) + L, (X). Since LC (X) is a lower bound for 
the epsilon entropy H, (X), these results imply that H, (X) 
is of the same order as, or even asymptotically equal to, 
lc (X), so that not nruch is lost by the restrictioll to 2rod- 
uct partitions in these cases. Finally, these results are 
applied to a stationary band-limited gaussian process on 
the unit interval to obtain a s;mp:e asymptotic expression 
for 1, (X) in that case. 

{Im [- q] '-"' dx} pl(p-1)  The lower bound L,(X) derivedqor the c-entropy 
(27) Hc (X) of a gauaian process X is as follows: Assume 

c2 < z Ak. Define the number b = b (r) by 

CoroZZuy. For the Weiner process on (0 , l )  

C 
J C  (X) c -- cz 

as r -* 0, with 

L* (XI L: Hc (X) and H, (X) I, (X), L, (X) 
Proof. We apply theorem 3 with B = l/n2, p = 2, and 

evaluate the integral numerically to prove this corollary. also provides a lower bound for Jc (X). 

The oentropy H, (X) of the Weiner process has been The next lemma gives a lower bound for LC (X), which 
considered: where H ,  (X) is the infimum of the entropies is actually the bound we shall be using. 
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Lemma 12. Let X be a mean-mntinuous gaussian then, as c +  0, we have 
process on [0, 11 with eigenvalues A, :' Az h . . . Define 
~ ( x ) , x A  1, as the function such that 1. (XI = 0 [LC (X)1 

A ( 4  = An, n=l ,2; . .  , If the stronger condition 

m 
and XA (x) is linear on each interval (n, n + 1). For e2 < A,, Z Ak = 0 (nAn) 
define the function y = y (6) to be the smallest root on k = n  

(1, a) of the equation holds, we have 

Then An important consequence of theorem 4 is the next 
result, which has been proved within theorem 4. 

dt 
(30) Theorem 5. Let X be a mean-continuous gaussian 

process on the unit interval with infinitely non-zero eigen- 
as c + 0. values {A,) arranged in non-increasing order. If 

m 
The next lemma estimates the number A = A (r) given Z > = 0 (nA,) 

by Eqs. (XI) and (21) in terns of the function y (r) of the k z n  

preceding lemma. To make these estimates, certain restric- then 
tions must be put on the eigenvalues Ak; these restrictions 
imply that the influence of the eigenvalues far out is not 
too large. 

If the strongcr condition 
Lemma 13. Let A = A (c) be the number in the solu- 

tion of Eqs. (20) and (21). If the gaussian process X has rn 

an infinite number of positive eigenvaiues, and Z Ak = o (nhn) 
k = n  

holds, then 

h (X) - ('I' y ( t )  8 . . 
when the eigenvalues are arranged in non-increasing 
order, then Eqs. (m) (21) have a solutio~l, and No:e that theorem 5 applies in the case of theorem 3, 
AeZ = 0 [y (c)] as B + 0. If the stronger condition but gives less precise information. 

m 

Z A* = 0 (nAn) (31) since 
k r n  

Is (X) 4 Hc (X j a L (X) 

holds, then Ac2 + y (r). 
Theorem 4 can be thought of as a condition for 

The main result of this subsection is the following 
theorem. 

Jc (X) = 0 [£Is (X)] 

Theorem 4. Let X be a mean-continuous gaussian 1s (X) + Ha (X) 
proccss on the unit interval with infinitely many non-zero 
eigenvalues {A,) arranged in non-increming order. If In the former case, X can be transmitted by product par- 

titions with a number of bits not worse than the optimal 
m system by more than a constant multiple. For processes 
Z Ak = O(&) 

kzn with the stronger property (Eq. 32), the product partition 
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sywam is asymptotically as good as the best possible sys- 
tem as c + 0. It can, moreover, be shown that 1, (X) can 
be finite and yet not 0 [HI(X)]. 

6. Application of Theorem 5 tc~ Band-Limited Processes 

Let X be a mean-continu~us stationary gaussian process 
on the real line whose covariance function 

(r) = R (s, s + r )  

has Fouricr transform dS (f) with support in some finite 
interval. Suppose dS (f) = a (f) df with a ( f )  continuous. 
Then when X is restricted to the unit interval, it is known 
[Ref. 4, lemma 21 that 

for some constant C. It is seen that 

1 
log - e 

Y (€1 + 1 
log log - e 

Theorem 5 then implies 

so that 

1 (log !) 
l c  (X) @ 1 

log log - e 

Equation (33) shows that band-limited processes are 
not much more randoin than finite-dimensional distribu- 
tions. since . lc(X) does not increase much more rapidly 
than a constant times log l/e. This is tube  expected, since 
the sample functions are analytic with probability 1. 
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N. Data Compression Techniques: Estimators of the 
Parameters of an Extreme-Value Distribution 
Using Quantiles, I Eisenberger 

1. Introduction 

The statistical theory of extreme value7 for large sam- 
ples has been applied by Posner (Ref. 1) to the problem 
of estimation of low probability of error in threshold 
communications receivers. The extreme value distriljution 
furrction that he considers is of the form 

where a, the mode of the distribution, and P, a scale 
parameter, are unknown and hence must be estimated. 
Posner, after making a c hangc of parameters, derives the 
maximum-likehhood equab:ons, the solutions ~f which 
give thr maximum-likelihood estimators of his parameters. 
He then suggests a novel method for obtaining goad first 
approximations. 

The purpose of this article is to provide optimum or 
near-optimum asymptotically unbiased estimators of a and 
p using k quantiles when the sample size is large and both 
a and /3 are unknown. First we estimated a for 
k = 1,2,3, . . + , lo ,  assuming p unknown. Then we esti- 
mated p for k = 2,3,4, - . , lo ,  assuming a unknown. 
Finally, since the orders of the k quantiles which give 
optimum or near-optimum estimators of a are not those 
which give optimum or near-optim~m estimators of B, we 
derived estimators of a ar,d /3 ushg the same k quantilcs, 
for k = 2,4,6,8, and 10. The orders of the k quantiles are 
taken to be those which minimize 

var (2) + C var (j) , C = 1,2 

These es-timators are designated as suboptimum. The 
dciencies of the quantile estimators relative to the 
maximum-likelihood estimators were also determined. 



2. Review of Quantiles Hence, one sees that, asymptotica' 

To define a quantile, consider n independent sample E (2,) = 5: = btp + o 
values, x,, x,, . . - , x., taken from a distribution of a can- 
tinuous type with distribution function H (x) and density and, since 
function h (x). The pth quantile or the quantile of order p 1 
of the distribution, denoted by [:, is defined as the root g (iz) = p f ( U  
of the equation H (5; )  = p; that is 

C P =  - In(-lnp) 

The corresponding sample quantile z, is defined as fol- one also has 
lows: If the sample values are arranged in non-decreasing 
order of magnitude var (z,) = 

P2p(1 - P) - - PL:l - P I  
nf (JP) nP (In PI= 

X , : . L _ X , ~ ) ~  . . L X ( ~ ,  

then x,i, is called the ith order statistic and 

Since n is assumed to be large, the statistical analysis 
to be given will be based on the asymptotic distribution 
of the sample quantiles. 

=I, X ( i n p l ~ ~ )  
3. Unbiased Estimators of a Using Quantiles 

A 
where [np] is the greatest ~nteger Grip. Let 2 and /3 denote the quantile estimators of a and P, 

respectively, and let Z and denote the corresponding 
If h(x) is differentiable in some neighborhad of each maximum-likelihood estimators. We then define the efi- 

quantile considered, it has been shown (Ref. 2) that the ciency of 2 and $ as 
joint distribution of any number of quantiles is asyrnp- var (%) 
totically normal as n + rn and that, asymptotically, eff (G) = -- 

var (G) 

E (2,) = 3: A var (p) 
e w a )  = (8, 

var (2,) = 
P('- - P) 
nht (5:) Using large-sample theory, a long and involved calcula- 
pl ( I  - p,) 1h tion, which will be omitted, gives the asymptotic resr~lts 

p" = [P (1 - 
1.1086'7 8' 

var(Z) =-- where p,, is the correlation between z,, and z,,, pl < p2. n 
We will denote by F (x) and f (x) = F' (r) the distribution 
function and density function, respectively, of the stan- 
dardized extreme-value distribution; that is 

F (x) = f (t) dt = exp ( - e-') 1: 
where 

f (x) = exp [ - x  - exp(-x)] 

Thus, denoting by & the pth quantile of the standardized 
distribution, one has 

td-a/b 

p =  ["g(x)dx;-lm f (x) dx = / " f  (x) dx 
r -m -m 

var (p) - 0.60793 P2 
n 

The only linear unbiased estimator of a using one sarn- 
ple quantile, when is unknown, is given by 

A 
a = Z 

where z is of order y = e1 = 0.36'79. For, since 

[ = -In (-lnp) 

one has 

~ ( 2 )  = ~ ( z )  = ~ ( 8 5  +a) = E[-~ ln(1ne)  +a] = a  
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The variance and efficiency of 2 are gi\-en by for 2 to be unbiased when P is unknown, the restrictions 

,A (1 - p )  P2 - 1 1.7182 P' 
var (a) - var (z) = - 

np (In P)' n n 

eff (2) = 0.6452 

The best linear unbiased estimator of a using k > 1 
be placed on the m&cients ai .  Moreover, for 

quantiles is of the form mum efficiency, the values of the ai and the orders of the 

Since 

quantiles should be chosen so as to minimize var G), 
subject to the above restrictions. For fixed values of p,, 
i = 1,2, . - . , k, the first part of the optimization pro- 
cedure can be carried out using two Lagrange multipliers. 
Since 

k k 

var (a^) = Z: -.,u juij 
i = 1  j=1 

where u,,  is the cov~riance between zi and zj, form the function 

k k k k 

Ri (a,, . . . ,ak) = Z x aiajuij + A, Z aibi + A, 2 ai 

Differentiating R ,  (a,, . . . ,aL) with respect to a,, i = 1,2, . . . , k, results in 

Setting the k partial derivatives equal to zero and adding Eqs. (1)  provides a system of k + 2 linear squations, the 
simultaneous solutions of which give the values of the a; that minimize var (P), in terms of the moments of the sample 
quantiles. By varying tlie orders of the k quantiles, one can then determine the optimum pi and ai fcr maximizing 
eff (2). This procedure was carried out for k = 2, 3 and 4. 

For k > 4, in order to simplify the calculations, a modification of thc above method for determining the optimum 
ai for fixed values of the p i  was adopted. If one assumes that the zi are independent, one has 

where 
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From Eqs. (l), one then has 

Solving the above equations for hl and A2 and then sub- 
stituting these values in Eq. (2) results in 

This procedure was carried o-it for k = 5,6, . . . , 10, 
resulting in near-optimum estimators of a. Table 9 lists 
the optimum and near-optimum estimator of a for k = 10 
and its efficiency. The high efficiencies (> 95%) achieved 
for k > 5 indicate that the efficiency lost by adopting the 
simplified method of determining the ai was not excessive. 

Thus, one sees immediately that P cannot be estimated 
using a single quantile and when two quantiles are used 
b, = -bz. The procedure determining the optimum 
bi is similar to that for determining the optimum ai when 
a is being estimated. Form , 

Set aR,/abi = 0, i = 1,2, . . . , k, add Eqs. (3) and solve 
for the b,. Then by varying the pi, the optimum bi and pi 

will be determined. This was done for k = 2 and 3. For 
k > 3, two procedures were used to determine near- 
optimum estimators. For odd values of k, the simplified 
method used to estimate a was adopted, resulting in 

4. Unbiased Estimators of /3 Using Quantiles 

The best linear unbiased estimator of P when a is un- 
known is of the form 

Since 

one must impose the restrictions 

For even values of k, the estimator was formed given by 

It is readily seen that 

so that the only restriction required is 
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Let W, = zk- ] . ,  - ;3,. If we assume that the Wi are inde- 
pendent, then one has, using one Lagrange multiplier 

where 

of = var (Wj) 

Using Eq. (4), one obtains 

and, finally 

Table 10 lists the optimum and near-optimum estimators 
of B and its efficiency for k = 10. Efficiencies in excess af 

90% were found for k > 6. 

5. Suboptimum Estimators of a and /3 Using 
the Same Quantiles 

One can see from Tables 9 and 10 that the optimum 
and near-optimum quantiles for estimating a are not opti- 
mum or near-optimum for estimating 8. For k-quantiie 
estimators of a and 8, one can, of course, select the 2k 

optimum or near-optimum quantiles and estimate both pa- 
rameters independently. However, suppose, for example, 
one wishes to achieve maximum data compression of space 
telemetry by using the same k quantiles to estimate the 
two parameters. Which quantiles should be used?. Using 
the optimum quantiles for estimating one parameter, in 
order LO estimate the other, results in a substantial loss of 
efficiency. For instance, for k = 8, if one uses to estimate a 

the near-optimum quantiles for estimating 8, eff (t) drops 
from 0.9725 to 0.8263, while estimating /3 with the tear- 
optimum quantiles for estimating a results in eff (P )  = 
0.4807 instead of 0.9317. 

What is required then is a method, based on a reason- 
able criterion, for detemining suboptimum quantiles to 
be used to estimate both a and /3. The method we propose 
here is as follows: Determine the2rders of the quantiles 
which minimize var (3 + C var (/3) and form unbiased 
estimators of a and /3 using the quantiles thus specified. 
This was done, for C = 1 and 2, for k = 2, 4,6, 8, and 10. 
The estimators for C = 1 are given in Table 11, and the 
estimators for C = 2 are given in Table 12. A comparison 
of Tables 11 and 12 with Tables 9 and 10 showed that if 
one uses 2k suboptimum quantiles to estimate a and 
simultaneously, the efficiencies of both estimators are 
greater than the efficiencies of the corresponding optimum 
or near-optimum k quantile estimators. 

6. Estimating Functions of a and /3 Using Quantiles 

The mean p and the standard deviation of the distribu- 
tion with distribution function G (x) are given by 

where C = 0.5772 denotes Euler's constant. Quantile esti- 
mators of p and a, and their variances, are given by 

A A 

var (E )  = C2 var (/3) + var (G) + 2C cov (i?, 8)  

7r2 
var (6) = 
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Table 9. Optimum and near-optimum estimators of a and 
their efficiencies when /3 is unknown (k =. 101 

Table 10. Optimum and near-optimum estimators of P and 
their efficiencies when a i s  unknown (k  = 10) 
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k 

2 

3 

4 

5 

6 

7 

8 

9 

10 

A 

Estimators /3 

0.3345 [r (0.8326) - z (0.0262)] 

0.3440 z (0.8159) - 0.2289 r (0.0413) - 0.1 151 r (0.00624) 
0.1 139 [r  (0.9290) - z (0.00701)l + 0.2360 [r (0.7193) - r (0.0504)] 

0.1 167 z (0.9268) + 0.2336 z (0.7100) - 0.13% z (0.0681) - 0.1448 r (0.0227) - 0.0700 z (0.00328) 

0.0510 [z (0.9644) - r (0.00273)l + 0.1294 [z (0.8496) - r (0.01 85)] + 0.1817 [r (0.6457) - r (0.0715)] 
0.0517 r (0.9649) + 0.1350 z (0.8428) + 0.1720 z (0.6430) - 0.1019 r 10.0867) - 0.1 239 z (0.0397) 
- 0.0960 r (0.01 14) - 0.0369 r (0.00159) 

0.0264 [r (0.9798) - r (0.001 29)] + 0.0743 [I (0.91 20) - r (0.00827)] + 0.1 225 [r (0.7838) - z (0.0309)] 
+ 0.1464 [r (0.5995) - z (0.0881)] 

0.0264 z (0.9809) + 0.0795 z (0.9089) + 0.1 258 r (0.7738) + 0.1 329 r (0.5976) - 0.0807 z (0.1014) - 0.1037 r (0.0549) 
- 0.0980 z j0.0220) - 0.0614 r (0.00589) - 0.0208 r (0.000831) 

0.01 59 [z (0.9866) - r (0.000775)] + 0.0462 [I (0.9428) - r (0.00448)l + 0.0024 [r (0.8561) - r (0.0159)l 
+ 0.1 113 [z (0.7279) - z (O.0437)] + 0.1218 [I (0.5601) - r (0.1036)] 

eff ($1 

0.6635 

0.7152 

0.8304 

0.8509 

0.8979 

0.9079 

0.9317 

0.9366 

0.9509 



Table 11. Sub-optimum estimators of a and /3 for c = 1 

Table 12. Sub-optimum estimators of a and /3 for c = 2 

eff 

0.7334 

0.5661 

0.8930 

0.7632 

0.9434 

0.8479 

0.9647 

0.8955 

0.9743 

0.9259 

k 

2 

4 

6 

8 
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Estimators 

ah = 0.5671 z (0.0865) + 0.4329 z (0.7338) 
h 
p = 0.4836 [z (0.7338) - z (0.0865)] 

3 = 0.1 067 z (0.0172) 0.4025 z (0.1388) 4- 0.3825 z (0.5548) 4- 0.1083 z (0.8783) 
A 
f l  = 0.1879 [z(0.8783) - z(0.0172)I f 0.2919 [z(0.5548) - z(0.1388)] 

ah = u.0512 z (0 00674) -I- 0.1661 z (0.0463) + 0.2836 z (0.1 884) 4- 0.2769 z (0.44%) 0.1663 z (0.742) 
i- 0.0559 z (0.933 1 ) 

A 
f l  = 0.0930 [z (0.9331) - z (0.00674)I + 0.1939 [z (0.7442) - z (0.0463)] 

+ 0.2009 [z (0.4496) - z (0.1884)l 

8 = 0.0243 r (0.00343) + 0.0808 z (0.0204) + 0.1628 z (0.0769) + 0.2252 z (0.2169) + 0.2232 z (0.3986) 
J- 0.1659 z (0.6409) + 0.0891 z (0.8412) 0.0287 z (0.95%) 

A 
p = 0.0517 [z(O.9596) - z (0.00343)l + 0.1216 [z (0.8412) - x (0.0204)] + 0.1662 [z(O.MOP) - z (0.0769)] 

+ 0.1497 [z (0.3986) - z (0.2169)l 

n" = 0.01 18 z (0.00162) + 0.0424 z (0.00962) 4- 0.0942 z (0.0356) -f- 0.1533 z (0.1010) -k 0.1909 z (0.2322) . 
+ 0.1894 z (0.3746) + 0.1534 z (0.5822) 0.1001 z (0.7681) + 0.0495 r (0.9031) +0.015Cz (0.9760) 

A 
/3 = 0.0286 [z (0.9760) - z (0.00162)] + 0.0752 [z (0.9031) - z (0.00962)l + 0.1202 [z (0.7681) - z (0.0356)] 

+ 0.1393 [z (0.5822) - z (0.1010)] 4- 0.1200 [z (0.3746) - z (0.2322)l 

eff 

0.6863 

0.6077 

0.8678 

0.7882 

0.9307 

0.8615 

0.9576 

0.9046 

0.9700 

0.9312 

k 

2 

4 

6 

7 .  

8 

10 

Estimators 

2 = 0.5592 z (0.0606) + 0.4408 z (0.7569) 
A 
p = 0.4374 [z (0.7569) - z (O.OMM)] 

$ = 0.0918 z (0.0136) + 0 . 4 1 7 0 ~  (0.1 113 7 )  0.3971 z (0.5918) 4- 0.0941 ~(0.8929) 
A 

p = 0.1 649 [z (0.8929) - z (0.01 36)] 4- 0.2799 [z (0.591 8) - z (0.1 1 17)] 

2 = 0.0478 z (0.00524) + 0.1609 z (0.0368) + 0.2953 z (0.1632) + 0.2851 z (0.4792) 
+ 0.1597~(0.7711) 4- 0.0512z(0.9421) 

A 
p =I 0.081 1 [z (0.9421) - z (0.00524)l + 0.1794 [z (0.771 1) - z (0.0368)] 

+ 0.2003 [z (0.4792) - z (0.1632)l 

3 = 0.0215 z (0.00251) + 0.07662 (0.0151) + 0.16171 (0.0633) + 0.2372 ~(0.1982) -k 0.2334 ~(0.4176) 
+ 0.1617 z (0.6758) f 0.0828 z (0.861 8) + 0.0251 z (0.96621 

A 
p = 0.0439 [z (0.9662) - z (0.00251)] $. 0.1 106 [z (0.8618) - z (b.Ol6l)l + 0.1602 [z (0.6758) - z (0.0633)j 

0.1512 [z(0.4176) - z(0.1982)] 
A 
a = 0.0108 z (0.001 29) + 0.0399 z (0.00790) + 0.091 1 z (0.0299) + 0.1533 z (0.0875) + 0.1 992 z (0.2217) 

4- 0.1971 z (0.3824) + 0.1529 z (0.6077) + 0.0963 z (0 7886) + 0.4660 z (0.9141) 0.0134 z (0.9795) 
A 
p = 0.0250 rz(0.9795) - z(0.00129)] + 0.0688 [z(0.9141) - z (0.00790)l + 0.1 143 [z (0.7886) - z (0.02W)I 

+ 0.1379 [z (0.6077) - z (0.0875)l + 0.1 208 [z (0.3824) - z (0.22 i7)] 



A percentage point xp of the distribution is defined by 

Then one has 

A quantile estimator of xp and its variance are given by 

A A 
xp = pin(-lnp) + 2 

h A A 
va r ( s )  = [ l n ( - ~ n ~ ) ] ~ v a r ( ~ )  + var(2) - 21n(-lnp)cov(a,p) 

One might wish to estimate the probability that x will not exceed some threshold value x,,. Thus, 

pr (x<x, , )=S=exp 

and a quantile estimator of S is given by 

h 
The approximate variance of S is given by 

A (S In S)? 
var (S) e - 

P2 
{var (a") + [In ( -ln S)I2 var (j) - 2 [In (-ln S)] cov (G, j)) 

7. Estimating a and P From Real Data Using Quantiles 

In order to obtain a sample quantile z, of order p from 
a sample of size n drawn from a population with distribu- 
tion function G (x), a table of random digits can be used. 
A set of n k-digit numbers is drawn from the table and 
the sample quantile of order p, say up, is determined from 
this sample. Then the desired sample quantile z, of C (x) 
is obtained by solving for zp in the equation 

This procedure was adopted in order to obtain sample 
quantiles necessary for estimating a = 0 and P = 1. Two 
sets of sample values, sample A and sample B, each of 
size 500, were drawn from a table of random digits 
(Ref. 3). For each sample, the suboptimum quantiles were 
determined for both C = 1 and C = 2, and used t? esti- 
mate cr and p. The results are as follows (& and Pk will 
denote the estimates of a and p using k suboptimum 
quantiles) : 

I 

From sample A, with C = 1 

A A 

a, = 0.0006 p, = 1.0059 

A - 
a, - 0.0578 = 0.9640 

a,, = 0.0436 p", = 0.WW 

8 = 0.0387 ,& = 0.9943 

A a,, = 0.0291 El,, = 1,0044 

From sample A, with C = 2 

2, = - 0.0044 E2 = 1.0018 

Q, = 0.0400 p", = 0.9664 

2, = 0.0333 p", = 0.9795 

A 
a8 = 0.0396 = 0.9798 

A 
a,, = 0.0257 &, = 0.9875 
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From sample R, with C = 1 
A 
a: = -0.0339 
A 
a, = -0.0354 , 

$6 = -0.0173 

2" = -0.0256 

GI,, = -0.0167 

From sample B, with C = 2 

& = -0.0468 
A a, = -0.0282 

26 = -0.0286 
A 
as = -0.0252 

210 = -0.0092 

with replacement, and using these as the time location 
of 33 peaks for the mass spectrogram. At each of these 
points, the non-negative amplitude of the peak was chosen 
from a geometric Aistribution whose mean was 10. Each 
peak was then converted into a triangular pulse with' 
height equal to the chosen peak value and with a base of 
width equal to 2 time units, centered on the original time 
location. The sum of these triangles resulted in the gen- 
erated data shown in Fig. 29. 

In Fig. 30, we show the results of compressing the mass 
spectrogram using the slope threshold method for the var- 
ious values of a shown and with b = 0 (see SPS 37-49, 
Vol. 111, pp. 32543.8, for details of the compression algo- 
rithm). In Fig. 31, we show the result of compression by 
periodic sampling. Table 13 lists the parameter values 
and the rms error, as well as the Posner norm E, (the rms 
error is merely c,,), for the two sampling methods. This 
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0. Data Compression Techniques: Mass Spectro- 
gram Data Compression by the Slope 
Threshold Method, L. Kleinrock 

A complete description of the slope threshold method 
of data compression is given in SPS 37-49, Vol. 111, 
pp. 325328. 

The data used for this experiment was randomly 
generated by choosing 33 integers from the set 

I 4 2 l t  I 
0 100 

TIME UNIT 

Fig. 29. Randomly generated mass spectrogram 

Figure 

29 
300 
30b 
30c 
3od 
Me 
301 

309 
30h 

5 
JPL SPACE PROGRAMS SUMMARY 37-51, VOL. 111 

r ,  

0 
0.17 
0.47 
0.88 
1.19 
1.71 
2.1 
2.62 
4.56 

Gross 
compression 

ratio 

1.56 
1.67 
1.79 
2.0 
2.28 
2.44 
2.7 
2.94 
4.16 

a 

2 
3 
4 

5 
6 
7 
8 

11 
5.0 
1.26 1 
7.7 

16.7 
1 .O 
2.0 
3.0 
4.0 
5.0 
6.0 
7.0 

30i 

30i 
30k 
301 
310 
31b 
31c 
31d 
310 
3lf  

319 

b 

1 0  
0 
0 
0 
0 
0 
0 
0 
0 

I 5  
20 
25 
30 
- 
- 
- 
- 
- 
- 
- 

Period 

- 
- 
- 
- 
- - 
- 
- 
- 

0 
0 
0 
0 
- 
- 
- - - - 
- 

4 

0 
0.1 
0.28 
0.52 
0.75 
1.05 
1.27 
1.79 
3.15 - 

- 
- - 
1 
2 
3 
4 
5 
6 
7 

:::5 1 z 3  
6.35 

22.4 
0 
5.23 
5.5 
6.26 
6.1 
6.8 
7.8 

8.04 
23.5 
0 
9.07 
9.67 

11.14 
10.3 
11.55 
11.7 



I 

TIME UNIT 
--kt-- I,, 

Fig, 30. Slope threshold sampling: (a) a = 2, (b) a = 3, (c) a = 4, (dl a = 5, (el a = 6, (f) a = 7, (9) a = 8, 
lh)a = l l , ( i )a  = lS,(i)a = 20,(k)a = 25,(1)a=30 
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( 1 )  

A- 
I 

A h  

I 
0 4 2 b -  loo 

TIME UNIT 

Fig. 30 (cantdl 
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i a )  - A A A 

0 
I 

TIME UNIT 
I00 

Fig. 31. Periodic sampling: (a) period = 1, (b) period = 2, (c) period = 3, 
(dl period = 4, (el period = 5, If) period = 6, (g) period = 7 

norm, suggested by E. C. Posner, is defined as 

Figures 30 and 31 show the rec.~nstructed function, f,, 
superimposed on the original data, f.. For example, in 
Fig. 30f, we see that f. has missed a number of peaks. 
It is interesting to observe the behavior of the Posner 

i* norm, which is designed io measure the mean-squared 

$ amplitude error plus a times the mean-squared slope 
error. Figure 30b and Table 13 show that s, is 70% larger 

<. 

than 6, indicating that the slope error is almost as sig- 
nificant as the amplitude error. The extreme case shown 
in Fig. 301 shows that the slope error is insignificant com- 
pared to the amplitude error; in Fig. 30k, the slope error 
is almost the same as in Fig. 301, but the amplitude error 
is much reduced. We conclude fiat the uso of the Posner 
norm here is more significant as the mean-squared ampli- 
tude error decreases. 

In Fig. 32, we plot the Posner norm (for a = 0,l)  as a 
function of gross compression ratio. We observe for mod- 
erate compression ratios (less thtln 3) that the slope 
threshold method of sampling is far superiar to &odic 
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GROSS COMPRESSION RAT19 

Fig. 32. Comparison of periodi~ sampling and slope threshold sampling, using Posner norm (a = 0, 1) 

sampling. In this range, we observe only slight distortion 
of the peaks. However, if cne were to transmit only the 
peaks themselves (of which there are less than 33), one 
obtains a gross compres?;r.n ratio of approximately, 3 at 
small cost. We therefox\. ,.unclude that the slope thresh- 
old method of data compression for mass spectrogram is 
not practical. 

P. Data Compression Techniques: Estimating the 
Correlation Between Two Normal Populations 
Using Quantiles of Conditional Distributions, 
I. Eisenberger 

telemetry, this procedure is not entirely satisfactory due to 
the equipment complexity, i: wcs felt that a new approach 
to the problem of estimatirrg p was desirable. 

IL is reasonable to coajecture that if one considers the 
quantiles of the conditional distribution of, say, t~. it 
might be possible to construct satisfactory estimators Jr p 
without a transformation of variables. As a result of the 
ensuing investigation, quantile estimators of p will be 
given when the quantiles are taken from the conditional 
distribution of y given that x  lies in specified intervals, 
for a large sample size. These estimators are very nearly 
unbiased, with good efficiencies relative to the maximum- 
likelihood estimator whcn p is not too large. 

1. Introduction 2. Review of Quantiles 

The problem of estimating the parameters of a uni- 
variate normal distribution using quantiles when thc 
sample size is large is considered in Ref. 1, where estima- 
tors of the mean and standard deviation are given using 
up to twenty quantiles. If a set of pairs of sample values 
taken from a bivariate normal distribution is given, one 
must also estimate the correlathl in order to completely 
describe the distribution. The problem of estimating the 
correlation codcient p using quantiles is considered in 
Refs. 2, 3, and 4, where asymptotically unbiased estima- 
tors of p are constructed using up to cight sample quan- 
tiles. However, before constructing the estimators, it was 
necessary to perform a linear transformation on the sam- 
pit, pairs in order to obtain a new set of independent pairs. 
Since, from the viewpoint of data compression of space 

To define a quantile, consider a sample of n indepen- 
dent vall~es, x , ,  x,, . . , x., taken from a distribution of a 
continuous type with distribution function C ( x )  and den- 
sity function g (r\. The quantile of order p of the distribu- 
ti-.. or population, denoted by tp, is defined as the root 
of the equation C (t,) = p: that is, 

p = j t P d c  -= ( x )  =/Ig ( x )  dx 

The corresponding sumpb quantile Zp is defined as fol- 
lows: If the samplr values are arranged in nondecreasing 
order of magnitude 
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then x , , ,  is called the it11 order statistic and 

wlrere [np] is the greater integer np. 

If g ( x )  is differentiable in some neighborhood of each 
quantile value considered, it has been shown (Ref. 5) that 
the joint distribution of any number of quantiles is asymp- 
totically normal as n+ w and that, asymptotically, 

var (Zp) = ~ ( 1  - P )  
ng' ( [ P I  

p ,  (1 - p:) '" 
= [p-.  (l - PI)] 

where p,, is the correlation between Z,, and Z,,, p, < p,. 
Since n is assumed to be large, the statistical analysis 

Differentiating Eq. (1) with respect to o  results in 

to be given will be based on the asymptotic distribution 
of the sample quantiles. We will denote by Zi the quantile 
of order p,,  and it should always be assumed that p ,  < pi 
when i < j. 

3. The Distribution and Momenh of v = y I a < x < b 

Given a set of n independent pairs of sample values, 
(x,, y l ) .  (x,, y2) ,  . - . , (x., y,) ,  taken from two jointly nor- 
mal standard distributions with distribution functions 
F ( x )  and F ( y ) ,  density functions f ( x )  and f ( y ) ,  and joint 
density h (x ,  y ) ,  we derive the distribution of y  given that 
x lies in the intervrl a < x < b, that is, we consider the 
random variable o = y  1 a < x  < b. Denoting by C (u) and 
g ( o )  the distribution function and density function of u, 
respectively, m e  has 

F (b) - F (a) 

We will derive the mean and variance of u from the moments of the truncated variable x l a  < x  < b. It is sEwn in 
SPS 37-38, Vol. IV, pp. 252-258, that the mean ps and variance a: of this truncated variable are given by 

f (4 - f (b! 
" = F ( b )  - F ( a )  
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It is also well known that the mean and variance of the 
conditional distribution of y 1 x are given by 

E i ~ l x )  = PX 

var(y1x) = 1 - p' 

Now, 

E ( u ) = E ( y l a < x < b ) = E [ E ( y I x i n < x < b ) ]  

= E (pxla < x < b) 

- - PI(. 

Similarly, 

E ( $ ) = E ( y ? l a < x < b ) = E [ E ( y 2 1 x l a < x < b ) ]  

= E ( 1 - p 2 + P 2 x 2 ) a < x < b )  

= 1 - p' + p2 (0: + I(:), 
Thus, one has 

PV = E (u) = PI(. 

U: = var (u) = 1 + p2 (0: - I)  

4. Estimators of p Using Quantiles 

CVe divide the x-axis into the six intervals Ik: ak < x < bk, 
ii=1,2;.. ,6, where 

- 0 3  

a? = -ag 

a3 = -a5 

a, = 0 

bk =ak+, fork = 1, - . . ,5 

b,= co 

This partitions the x-axis into three pairs of symmetric 
regions. For each region, we will estimate p using two 

pairs of optimum symmetric quantiles taken from the set 
of y values such that the corresponding x values fall into 
the given region. Denoting by p"k the estimator of p from 
the u, of Zk, we then form the estimator 

determiniug the C, so as to minimize var ( p )  under the 
cor~dition that 

Thus, let 2; be a sample quantile of order pi taker. from 
a set {uk), for i = 1,2,3,4 such that p, = 1 - p, and p3 = 
1 - p,. Then 

E (Zi) = bi = p v  + cot: = P P ~  + cv5; 

where 5: is the population quantile of order pi of the stan- 
dardized distribution of u. Although strictly speaking, the 
sample size of each of the sets {u,) is a random quantity, 
we will take as the variance of 2, the approximation 

var (2;) = P i  (1 - pa) 
migz (51) 

where 

mi = npr(a; < x <  b,) 

This means that v-e are taking as the sample size the 
expected number of x's falling in the interval a < x < b. 

Forming the estimator 

where 

p, = 0.1068, p3 = 0.6488 

one has 
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The orders of the quantiles and the values of the c o d -  
cients of $, were chosen for two reasons. First, when 
p = 0, g (u) = f ( t i )  and the numerator of Eq. (3) becomes 
the best unbiased estimator of the mean of a normal dis- 
tribution using four quantiles, and hence has the smallest 
variance. Secondly, it was found after repeated trials that 
if the estimator p; using one set of quantiles had a smaller 
variance than the estimator had using another set, when 
p = 0, then the same result held when p # 0. 

The variance of i;, depends upon the choice of a, and a,, 
that is, on how we partition the positive x-axis into three 
regions. It was determined that if one chooses a, = 0.8 
and as = 1.5, the resulting estimator will be very nearly 
optimum. However, the optimum choice of the C, for 

given values of a, and a, depends upon the value of p. 
If one determines the Ci from 

var (Fu) will be minimized for a given value of p, but 
since p is not known in zdvance, one set of the Ci must 
be chosen for all possible values of p. It was found that 
by nsing in & the optimum values of the Ci for p = 0.5, 
very little loss in aciency resulted for p between 0 and 
2 9 .  Thus, the estimator that we propose is given by 

and, because $, is Independent of $j for i # j, the variance of ij,, is given by 

var (h) = 2 [(0.2632)l var (tl) + (0.1920)2 var (&) + (0.0448)2 var ($,)I 

The value of the bias term of &, the second term of the right-hand side of Eq. (4), depends upon the degree of sym- 
metry of g (v). If g (0)  were symmetric, then 5: = -c. 5: = -- 5:. and E ($) = p. Fortunately, g (v) is sufEciently syrn- 
metric, for p between 0 and 0.9, that the bias term is negligible. This is shown in Table 14, which lists the mean and 
variance of $k, k = 1, - - - ,6, and i?,, for p between 0 and 0.9. 

Table 14. Mean and variance of pk and 6 1% ,= 0.2632 (6, + Po) + 0.1920 tp", + + 0.0448 (p"3 + $,)I 

It is of interest to determine the &ciency of pu relative to several commonly used estimators involving d l  the sample 
values, such as: 

(1) The maximum-likelihood estimator p*, the solution of the equation 

(p*)L c (p*)2 + (a + b - 1) P* - c = 0 
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E (PSI 

0 
0.1000 
0.2000 
0.2999 
0.3999 
0.4998 
0.5996 
0.6992 
0.7986 
0.8971 

var IL) 

1.158 
1.147 
1.1 16 
1.064 
0.991 
0.8% 
0.781 
0.645 
0.487 
0.308 

E Q r I  
E (&I 

0 
0.1001 
0.2000 
0.j000 
0.3999 
0.5000 
0.5999 
0.6998 
0.7991 
0.8993 

n w r  
n w r  (&I 

6.143 
6.087 
5.910 
5.615 
5.202 
4.669 
4.020 
3.252 
2.367 
1.364 

n var ($2) 
n var ($4) 

26.232 
25.984 
25.239 
23.995 
22.254 
20.01 7 
17.281 
14.050 
10.323 
6.106 

P 

0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 

n w r  ($J 
n vor 

4.328 
4.289 
4.179 
3.995 
3.737 
3.405 
2.998 
2.516 
1.958 
1.321 

E t;,) 
E (&) 

0 
0.09- 
0.1999 
0.2998 
0.3997 
0.4995 
0.5991 , 

0.6985 
0.7973 
0.8947 

E ($2) 
E (8s) 

0 
0.1000 
0.2001 
0.3001 
0.4001 
0.5001 
0.6001 
0.7000 
0 . W  
0.8998 



where Table IS. Efficiency of relative to p*, r, and i: 

(2) The sample correlation N-nacient r, given by In order to compute var (i), one must determine the cor- 
relation between a quantile 2, of order p taken from 

n X,Y,  - (, z x i )  ' ' y i )  y 1 a < x < b and a quantile 2: of order 9 taken from 
i:l ,=I \tUl r = x I c < y < d. If E (Z,) = 7 and E (ZG) = 5, then E. Rodemich 

'' has shown that the asymptotic correlation between Z, 
{ [ n ~ l x ' - ( ~ ~ x i > ] [ n ~ ~ y f - ( ~ ~ y ' ) z ] ~  andz+isgivenby 

P 

0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 

(3) The easily computed estimator F, given by 

The asymptotic variances of the above estimators are 
given by 

of f  (5,l 

* - (1 - P2Y var (p ) - 
n ( l  + P') 

(1 - P2)2 
var (r) = 

n 

Rolotirr to 7 
0.864 
0.880 
0.932 
1.025 
1.171 
1.394 
1.74 1 
2.31 l 
3.366 
5.875 

Rmlotivo to 

0.864 
0.846 
0.794 
0.7 14 
0.614 
0.502 
0.386 
0.271 
0. i62 
0.065 

Delhing the aciency of ii, relative to any other estima- 
tor as 

Rolotivo to r 

0.864 
0.854 
0.826 
0.778 
0.712 
0.628 
0.524 
0.403 
6.266 
0.117 

var ($1 eff (&) = --- 
var (a 

Table 15 g~ves the efficiency of F,, relative to the above 
three estimators. 

By applying to the x-vahes the method described above 
for obtaining j&, one also obtains & with identical statis- 
tical properties. One can then form the final estimator p' 
given by 

: 
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where 

when a < 5' < b and c < < d. If 5' < a, the terms in N 
which contain the condition z < x < 5 become zero, and, 
similarly, for r, < c. If I: > b, the cond~tion a < x < 5' 
should be written z < x < b, and if > d, c < y < r, 
should be written c < y < d. 

The extensive computations necessary to compute 
var ( T j )  for even the simplest case, p = 0, were carried out 
for this case, resulting in 

1 
var ( p  1 p = 0) = g [2 var (p,) + 2 cov (FZ, Fu)l 

Estimators and F: with the same statistical properties 
as and Fi a n  be obtained by a somewhat simpler pro- 
cedure. To the set of y',s such that xi € Zk add the set of y',s, 



with their signs changed, such that xi ( ~ l , . ~ ,  for k = 4,5,6. 
Then form the quantile estimators ;;.'k and 6, given by 

", 0.1918 (2, + Z,) + 0.3082 (2, + Z,) , 

k = 4,5,6 

Then one has 

1 
var (g) = - var (&) , k = 4,5,6 2 

E = E ( E l )  

var (z) = var (&) 

The estimator is obtained in a similar fashion. 

5. Estimating p 

Two sets of samples { x , )  and {y:}, each containing 600 
sample values, were drawn from a table of random num- 
bers in which the entries are distributed N (0, 1). The 
transformation 

yi = 0.6 x,  + 0.8 y: 

was then performed. Consequently, each x, and y, can be 
assumed to be distributed N (0,l) with a correlation of 
p = 0.6. Using the method involving xi sgn y, and yi sgn x ,  

to estimate p using q-antilcs resulted in the following: 

The following estimates were also ahtained: 

Two new sets of 600 values each were then drawn from 
the same table of random numbers and paired at random, 
so that one can assume that p -- 0. The rexlts were: 
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XXI. Communications Elements iie,>tlrch 
TELECOMMUNICATIONS DIVISION 

A. RF Techniques: Switching Frequency 
Determination for the Nodding Subdish 
System, T. Sato, W. V. T. Rusch, C. T. Stebried, 
S. 0. Slobin, 0. 0. Parham 

The Nodding Subdish Syctem (NSS), used in the Octo- 
ber 1967 lunar eclipse measurements (SPS 37-50, Vol. 111, 
pp. 290-295) takes the place of the microwave switch 
used in conventional Dicke radiometers. The advantages 
of the NSS are the minimization of loss and the reduction 
of atmospheric scintillation effects. 

Because the NSS is a mechanical device, the number 
of switching cycles per second is limited as excessive 
speed leads to rapid wear and possible self-destruction. 
An original switching frequency of 1.16 Hz was chosen 
to ensure NSS longevity. During the final system checks 
prior to the eclipse observation, the noise output of the 
radiometer was larger than anticipated. A series of radi- 
ometer noise output measurements were made at various 
switching rates selected to be non-harmonically related 
to 60 Hz. The genera: trend of these data suggested a 
noise decrease with increased switching fr~quency. 

i 
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Thc radiometer was reconfigured into a conventional 
Dicke radiometer, a femte switch replacing the NSS, to 
allow switching frequencies up to 37 Hz. The results of 
this experiment are shown in Fig. 1. After measuring 
both balanced and unbalanced cases, a 2.7-Hz switching 
frequency was selected as a good compromise between 
suf6ciently reduced noise and a reasonable NSS life 
expectancy. 

The noise power spectrum of the radiometer output 
was measured using the non-real time digital spectrum 
analyzer shown in Fig. 2. The radiometer was switched 
between a high-temperature and ambient load to pro- 
duce a known output at the 2.7-Hz switching frequency. 
The output spectrum, given in Fig. 3, shows that the 
noise power spectral density at 2.7 Hz corresponds to 
35OK. 

These data show that low switching rates rapidly com- 
promise radiometer performance, and that a detailed 
knowledge of the radiometer components' noise charac- 
teristics must be known to select an optimum switching 
frequency. Further study is required in this general area. 
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Fig. 2. Instrumentation for radiometer noise and gain-change measurements 
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Fig. 3. Radiometer noise spectrum 
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0. Precision Calibration Techniques: Microwave Assuming hf/kT << 1, 

Thermal Noise Standards, c. Stelzried 

1. Introduction 

Calihrated microwave thermal-noise standards (Ref. 1) 
are used for microwave radiometry, antenna temperature 
calibrations, loss measurements (SPS 37-41, Vol. 111, 
p. 83), low-noise amplifier performance evaluation and 
low-level continuous-wave signal-level calibrations 
(Ref. 2). A typical thermal-noise standard consists of a 
matched resistive element thermally isolated by a uni- 
form transmission line. The transmission line is usually 

. fabricated from copper-plated stainless steel and has 
distributed temperatures and transmission loss factors. 
Although thermal-noise standards have been constructed 
without the use of transmission lines by pointing an 
antenna beam directly at hulk termination material 
(Ref. 3), the calibration cf these standards is complicated 
by the antenna characteristics (side lobes, etc.). The 
present discussion is limited to the use of a transmission 
line with matched termination. 

Microwave thermal-noise standards are usually desig- 
nated hot, ambient, or cold, depending upon whether the 
resistive element is above, at, or below ambient temper- 
ature. The construction and calibration techniques used 
in hot or cold loads are similar. The primary difference 
is the method used to obtain temperature equilibrium of 
the resistive element. Hot loads nonnally use electrical 
heaters or boiling liquids with a high boiling point (e.g., 
water), and cold loads nonnally use refrigeration or boil- 
ing liquids with a low boiling point (e.g., liquid helium). 
Ambient loads are the zasiest to fabricate an? calibrate, 
requiring only a matched termination with a suitsble 
thermal heat sink and thermometer. 

. 2. Theory 

Nyquist's theorem (Ref. 4), including the zero-point 

Consider a thermal-noise standard, as shown in Fig, 4, 
consisting of a termination at temperature T and a trans- 
mission line with distributed temperatures and propaga- 
tion constants. The problem is to determine the noise 
power or noise temperature at the output reference point. 
Signify the propagating noise power, transmission line 
thermal temperature, and propagation constant at x by P,, 
T,, and 2a,. 

ax, Tx 
I1 

Fig. 4. Thermal noise stalidard with loss and temperatur? 
of the transmission line as a function of position 

The propagating noise power can be separated into 
two parts: (1) from the termination, attenuated by the 
transmission line, and (2) from the noise contribution of 
the lossy transmission !ine. 'The noise power at the ref- 
erence output due to the termination is given by P/L 
(the termination noise power divided by the total line 
loss). Total line loss L is given by 

L = exp (2al) = exp (1'.~1.) 
energy (Ref. 5), states that the available termination 
noise power P is given by The noise power generated by a transmission line ele- 

ment of length dx is 
p = -  ; hfB+ hfB 

exp (hf/kT) - 1 (1) 
kBT, (1 - exp (u)) 2~ kSTz (2a,dr) 

where 
(4) 

T = terminalion temperature, O K  The contribution at the reference output is given by 
dividing by the transmission line loss fwm x to the out- 

k = Boltzmann's constant, 1.38054 X J - O K - I  put reference 

h = Planck's constant, 6.6256 X leS4 J-s 

B = bandwidth, Hz 

f = frequency, Hz 
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where 3. Calibration Errors 

is the loss from the source to x. The total noise power at 
the output reference is found by integrating cnd adding 
the contributio? from the termination 

Dividing by kB gives the noise temperature. (Ref. 6) 

is the contribution from the transmission line. If a, and 
Tz are treated as constants a and Tp, then L, = exp (2ar) 
and 

A useful expansion for small losses is given by 

where 

Then 

Other solutions are presented in Table 1 for various com- 
binations of transmission line temperature and propaga- 
tion constant distributions. 

The most critical measurzment in the calibration of the 
noise temperature of a thermal-noise standard is usually 
the transmissioi~ line loss. For example, if the loss and 
temperature distributions are constant, the error in I" 
due to loss measurement errors is [assuming a small loss 
and differentiating Eq. (lo)] 

AT' -- 0.2.?026 (Tp - T) AL, dB (111 

Ta determine T' to an accuracy of better than O.I0K for 
a liquid helium cooled termination requires better than 
a 0.002-dB measurement accuracy. 

The contribution of an ambient temperature transmis- 
sion line with a O°K :emination is approximately (0.23026 
TpAL. dB), or 6.7"K/0.1 dB. As seen from Eq. ( l l ) ,  the 
transmissicn line loss has no net effect with an ambient 
termination (assuming the transmission line and tennina- 
tion are at the same temperature Tp). 

For precision measurements, it is necessary to account 
for the pressure inside the dewar with CryOgrni~ally 
cooled terminatio~~s. In this case, replace the termination 
temperature 2 with 

. . + CAP (12) 

where 

T, = cryogenic liquid boiling temperature at stand- 
ard pressure OK (approximately 7736°K for 
liquid nitrogen and 4.216OK for liquid helium) 

C = cryogenic liquid pressure constant, OK/torr 
(approximately 8.010987'K/torr for liquid ni- 
trogen and 0.001352"K/torr for liquid helium) 

AP = barometric pressure greater than standard, 
(7CP torr) 

In cryogenically cooled terminations, it is necessary to 
maintain the termination ~natetial in temperature equi- 
librium with the boiling liquid (unless the termination 
material temperature is determined by means other than 
the boiling temperature of the liquid). Thiq can be ac- 
cotr.;lished by submerging the termination material in 
the liquid, or by providiog a very low thermal heat path 
to the liquid relative to the thermal heat path to the out- 
side environment. 
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The magnitude of the error made by assuming 
hf/kT << 1 in Eq. (3) can be estimated by considering the 
higher order tenns. In this case (valid for hf/kT < 491, 
we have, from Eq. (1) 

The correction term (hf/kT)2/l'2 contributes less than 
2% error at an operating frequency of 10 GHz for T 
greater than 1°K. Some authors have expressed doubt 
concerning the inclusion of the zero-point energy term 
(Ref. 7). It should be noted tnat Eq. (13) reduces to the 
same correction term if the zero-point energy is neglected 
when the calibrated terminations are used to perform 
temperature-difference calibrations in an actual radiom- 
eter. 

Other sources of error include the inaccuracies in the 
temperature and loss distribution calihrations, non- 
homogeneous transmission line efiects, and mi- ~rowave 
mismatches. 
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line configuration in frequency range of 4400 MHz. 
These measurements yielded breakdown 'data for fd 
values of 20-600 MHz-cm. 

2. Results 

The breakdown data obtained are shown in rig. 5. 
Two experimental setups were used: (1) 10-150 MHz 
lumped-circuit test set (Ref. l), and (2) 1SCMOO MHz 
transmission line test set (Ref. 2). The data are plotted 
in terms of similarity parameters and, as can be seen, the 
scaling correspondence between data obtained from both 
test sets is remarkably good (within reproducibility of 
the data). It must be pointed out that the transmission 
line test-set frequency in one case is as high as seven 
times that of the lumped-circuit test set. There is a 
spread in the results for fd = 100 MHz-em (Fig. 5b) at 
the lower values of pd. This is not surprising since, as 
will be discussed below, this corresponds to a region of 
several transitions, and breakdown conditions are some- 
what dependent on surface conditions. 

3. Discussion 

The data of Fig. 5 can be combined with that obtai~ed 
previously to form the composite breakdown plot shown 
in Fig. 6. S. C. Brown and A. D. MacDonald (Ref. 3) 
showed that breakdown data can be represented by a 
three-dimensional surface using similarity parameters. 
Figure 6 defines this three-dimensional surface with 
breakdown power as the vertical axis and fd and PA as 
the horizontal axes (see Fig. 7). The similarity param- 
eters of Fig. 6 are, however, more useful to a design 
engineer than those used by Brown and MacDonald. For 
a given coaxial line operating at a  articular frequency, 
the engineer computes the corresponding fd, and, by re- 
ferring to Fig. 6, he h ~ s  the breakdown Shavior as a 
function of pressure. In additior,, he has information on 
the effects of changing either frequency or line size. 

(62 IRE 7.S2). Proc. IEEE, p. 434, M&. 1963. 
The fd vs PA plane shown in Fig. 8 is very useful in 

7. MacDonald, D. K. C., Noise and FluchuzHonr: An Introduction, 
p. 37. John Wiley & Sons, New York, 1962. understanding the breakdown precesses involved. Al- 

though the various limits are indicated in the form of 
lines, it should be pointed out that these are meant to 

C. RF Breakdown Studies: RF Breakdown in indiccte transition rather than abrupt change. The mean 

Coaxial Transmission Lines, R. WOO free path limit serves to separate ionization breakdown 
from multipacting breakdown. The term "ionization 

1. introduction breakdown" encompasses all breakdown processes where 
A scheme for presenting breakdown data was discussed the dominant electron production mechanism is ioniza- 

in SPS 37-45, Vol. IV, pp. 323330 and SPS 37-46, tion by electron collision. This type of breakdown occurs 
Vol. 1'1, pp. 59-263. A series of breakdown experiments when PA is greater than the mean free-path limit be- 
have been conducted for the 50-t-~ coaxial transmission cause, under these coitditions, the electron mean free 
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Fig. 6. Unified plot for RF breakdown in 50-R coaxial transmission line 

path is shorter thar. the gap distance. When discussing 
ionization breakdown, it is mvenient to think of it in 
terms of the two ranges of fd presented below. 

a. fd > 100 MHz-cm. Under these conditions, fre- 
quency is sufficiently high and the gap distance suffi- 
ciently large that the electrons are not wept out of the 
discharge region by the field as in the case of dc break- 
down. Instead, the electrons are concentrated in the 
ceriter of the discharge region and slowly diffuse away 
towards the electrodes. The speeds are so low that the 
electrons produce, essentially, no secondary effects at 
the electrode surfaces. Breakdown of this type is termed 
diffusion-controlled or microwave breakdown (Ref. 4). 
This, in maay ways, is the simplest high-frequency xeak- 
down since only two main processes are involved; elec- 
trons are produced through ionization by electron 
collision and are removed by di&sion to the walls. In 
certain gases, electrons are also effectively lost by at- 
tachment to gas molecules. 

The minimum of the diffusioncontrolled curves occurs 
at approximately ph = 30 t o r r a .  The ph = 30 torr-cm 

line is called the collision frequency transition. At the 
collision frequency transition, the applied frequency 
an3 the electron-molecule collision frequency are ap- 
proximately equal, and energy transfer to the electrons 
from the field is at a maximum. If pressure is increased, 
the electron-molecule collaion frequency increases, the 
energy gained by electrons from the field per mean free 
path decreases, and the breakdown level correspond- 
irgly increases. In a perfect vacuum, the electrons oscil- 
lnte with their velocity 90 deg out of phase with the RF 
field, and no energy i: !;ained by the electrons from the 
field. The electrons gsin energy from the field on!y by 
undergoing collisions with the gas molecules. A decrease 
in pressure from the callision frequency transition cor- 
responds to ax1 increase in ioss of energy transfer from 
the field to the electrons. Breakdown power, therefore, 
rises with decreasing pressure. 

b. fd < 100 MHz-cm. When the applied rr~quedcy is 
sufficiently low or the gap distance sufficiently short, the 
amplitude of oscillation of the elcctron cloud approaches 
the gap distancc and the electrodes enter the breakdown 
picture. This situation occurs when fd is less than 
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Fig. 8. ,A-fd plane showing limits of breakdown processes 

100 MHz-cm. Under such conditions, the loss of elec- 
trons is governed by mobility. Brown (Ref. 5) has termed 
this type of breakdown mobility-controlled breakdown. 
It must be emphasized that th c. transition from dieusion- 
controlled to mobility-controlled breakdown is gradual 
and occurs at approximately 100 MHz-cm. The oscilla- 
tion amplitude limit corresponds to the condition for 
which the amplitude of oscillation of the electron cloud 
is equal to the gap distance. At this limit, electrons are 
lost to the electrodes and the power required for break- 
down nses rapidly. This behavior is illustrated in the 
data for fd  = 50 and 20 MHz-cm in Fig. 6. In the case 
of fd = 20 MHz-cm, another minimum is observed if 
pressure is further decreased. This additional minimum 
appears when fd 20 MHz-cm. This region has been 
studied extensively by Gill and von Engel (Ref. 6) who 
attribute the additional minimum to the ions. At this 
additional minimum, the amplitude of oscillation of the 
ion cloud is equal to the gap distance, and the ions 
impinging on the electrodes release secondary electrons. 
Electrons are, therefore, pl,oduced hy ion bombardment 
of the electrodes. 

When p~ is less than the mean free path limit, the 
electron mean free path is longzr than the gap distance 
and secondary electron emission is the electron produc- 
tion mechanism. Under these conditions, secondary 
electron resonance or multipacting breakdown occurs. 
Although multipacting has been adequately covered 
elsewhere (Refs. 1, 2, 5, and 7), the following are points 
worth mentioning in connection with the multipacting 
data of Fig. 6: 

(1) The multipacting data of Fig. 6 corresponds to the 
lower breakdown boundary. The upper boundary, 
above which multipacting will not occur, is not 
shown in Fig. 6. 

(2) For fd less than the multipacting cut-off limit of 
fd - 70 MHz-cm, multipacting will not occur. 

(3) Multipacting is independent of pressure. 

(4) Multipacting breakdown power levels are very 
sensitive to surface and outgassing conditiong. In 
general, this is not the case for ioniz:?tion bmak- 
down. 
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Fig. 9. Power handling capability in tenns of fd 

(5) As fd is increased, breakdown power levels rise 
more rapidly for multipacting than for ionization 
breakdown (see Fig. 9). Therefore, for a fixed 
power level, ionizatiox. breakdown will cover a 
wider range of experimental variables than multi- 
pacting. 

From the above discussion, the reascn is clear for the 
spread in the data of Fig. 5b at the low values of ph. A 
transitional region between diffusion-controlled and 
rt~obility-controlled breakdowa is represented by fd = 
100 MHz-cm. At approximately ph = 10 torr-cm, there 
is also a transition between multipacting and ionization 
breakdown. The fd = 100 MHz-cm corresponds to the 
minimum energy boundary in the case of multipacting, 
and breakdown data is especially sensitive to surface 
conditions. 

Engineers are, in general, interested in the minimum 
power-handling capability of a given component. The 
breakdown power IeveJs a101;g the collision frequency 
transition are shown in Fig. 9 as a function of fd, thus 
giving tne minima of the digusion-controlled breakdown 
curves. The multipacting breakdown data are also in- 
cluded for comparison. As can be seen, for fd > 145 
MHz-cm, the ionization breakdown level is lower than 
the multipacting breakdown level, while the reverse is 
true for fd < 145 MHz-cm. 

4. Concluding Remarks 

Breakdown data obtained for the 50-0 coaxial trans- 
mission line are s~mmarized in Fig. 6, which is concise 
and compact and should prove to be valuable to the 
design engineer. When using Fig. 6, the design engineer 
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should be aware of the various breakdown processes in- 
volved and, consequectly, the accuracy to be expected 
from these curves. It must be remembered that the data 
in Fig. 6 were obtained through carefully controlled ex- 
perimental conditions. When testing a component for 
breakdown, the engineer must assure himself that he is 
measuring the pressure level in the area where break- 
down occurs. The materials of the componellt should 
have a low outgassing rate and bc relatively clean. The 
breakdown procedures should be similar to the ones 
used in obtaining the data of Fig. 6. Figure 2 gives the 
breakdowr: power levels for air., 'Ionization breakdown 
is dependent 03 the type 3f gas while multipacting is not. 
The power levels of Fig. 6 correspond to a perfectly 
matched transmission line. If mismatches exist in the line, 
the breakdown power level must be correspondingly 
derated. 

Finally, the scheme of data presentation of Fig. 6 can 
be used for configurations other than the 50-s2 coaxial 
transmission line. Similar cunfes can also be obtained 
for gases other than air. 
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D. Spacecraft Antenna Research: 400-MHz 
Coaxial Cavity Radiator, Part II, K. woo 

1. Introduction 

The power handling capability of the 400-MHz coaxial 
cavity radiator (SPS 37-48, Vol. 111, pp. 238-240) at very 
low pressures has been determined. The ionization break- 
down of the antenna occurs at as low as 76 W in air and 
62 W in 100% CO,. The multipacting breakdown was 
not observed up to an input power level of 100 W (operat- 
ing limit af the feeding hybrid). 



Fig. 10. Coaxial cavity radiator 
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2. Antenna Design 3. Test Results 

The design of the antenna is shown in Figs. 10 and 11. 
The coaxial cavity is excited by two orthogonal probes. 
The input feeds of the probes are connected to the two 
output terminals (having a 90-deg difference) of a 
3-dB hybrid fed by the incoming line. For the purpose 
of preventing breakdown in the input feeds of the probes, 
and between the cavity walls and the probes, teflon 
insulators are used to fill up each input feed (between 
outer and center conductors) and they extend out into 
the cavity to wrap completely around each probe 
(see Fig. 11). With this arrangement, the voltage standing- 
wave ratio looking into each input feed with the other 
terminated is 1.25. When energized, the antenna radiates 
circularly polarized waves. 

ALL DIMENSIONS ARE IN INCHES 

CAVITY 

CAVITY WALLS 

I 
Fig. 11. Cavity and feed configuration 
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The power handling capability of the antenna was 
determined at the JPL Voltage Breakdown Facility. The 
antenna was tested in the vacuum chamber first with air, 
and then with 100% CO,. The ionization breakdown 
power level of the antenna is shown in Fig. 12 as a func- 
tion of pressure near and at where the power-handling 
capability of the antenna is least. The ionization break- 
down of the antenna occurs at as low as 76 W (at 
0.28 torr) in air, and 62 W (at 0.25 torr) in 100% COz. 
In both cases, the breakdown took place at the aperture 
of the antenna. The multipacting breakdown (tested at 
1v5 tom) was not observed up to an input power level of 
100 W (operating limit of the feeding hybrid). 

To increase the antenna power-handling capability, 
the following modifications are being implemented: 

(1) The aperture of the existing antenna is being flared. 

(2) A new cavity having a wider slot width is being 
fabricated. 

AIR 

100% co2 I 
I 

0 0. i 0 2 0.3 0 4 

PRESSURE, torr 

Fig. 12. Ionization breakdown characteristics 



XXII. Spacecraft Telemetry and Command 
TELECOMMUNICATIONS DIVISION 

Multiple-Mission Telemetry System: Bit-Sync 
Lock Detector Evaluation, N. Burow and A. Vaisnys 

The multiple-mission telemetry system (MMTS) bit 
tracking and detection functions are accomplished by 
means of a mission-dependent program in the TCP com- 
puter. In the original demonstration and Mariner Mars 
1969 versions of this program, an estimate of the ratio 
of energy per bit to noise spectral density (ST/No) is 
used as an in-lock indicator. The threshold value of 
ST/N, is entered via typewriter and is a function of the 
expected ST/No. 

A preliminary analysis of ST/No estimation in the bit- 
sync lor ) was presented by Dr. J. Layland in SPS 37-48, 
Vol. Il., pp. -212. Additional analytical work, and 
suggested ST/No thresholds, are presented in Chapter 
XX-G of this volume. This article describes the approach 
used in evaluating the ST/No estimator as a lock detector. 

The overall test configuration is shown in Fit,. 1. The 
MMTS demonstration bit-sync program was modified :o 
output ST/No samples on mdgnetic tape in groups of 
1000. Measurements were made for input ST/No of 0, 

Fig. 1. STIN, lock detrctor evaluation test contiauration 

i 

DATA CLOCK 
(BIT TIMING (BIT PERIGD 

INTERRUPTS) ESTIMI.TE) 

I 
, . 
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SET P R O G R A ~  

ESTIMATE BIT PERIOD OUTPUT NOMINAL 

COMPUTE ST/NO 

STORED 9 

I DISABLE :RACK OF 
BIT TIMING i 

SAMPLtS TO MAGNETIC TAPE 

OBTAINED ? 

Fig. 2. Flow diagram of modified bit timing program 

2.5, 5.2, 7.5, and 10 d3, both with the bit-sync loop 
locked and cycle slipping. The data samples were filtered 
in a bandwidth equivalent 10 0.3% of the bit rate for 
input values of ST/No 2 7.5 dB, and 0.1% of the bit 
rate f-r input values of ST/No < 7.5 dB. Each test con- 

9 

C tains a minimum of 10,000 independent samples of ST/No 
estimate. This required that samples be taken at least 
[l/(bandwidth X hit rate)] seconds apart. For mven-  
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ience, a bit rate of ..SO bits/s was arbitrarily selected, 
yieldinp sample rates of 0.75 sampl~s per second for the 
0.3% bandwidth and 0.25 samples per. second fur 
the 0.1% bandwidth. For the frequency offset or cycle 
slipping measurements, an offset of 3.0% of the bit rate 
was used. Figu~e 2 is an abbreviated flovr diapram show- 
ing the operation of the modifid hit timing prograin. 

The data tapes were processed using a &a-analysis 
computer program, and a histogram of the ST/No esti- 
mate was plotted for each value of input ST/Na. The 
con~plete .<st of plots is included in Chapter XX-G of this 
volume. Figure 3 is a sunimary of the results showing 
the spread of each ST/N, estimate probability density 
together with the proposed lock thresholds. 

Sr/h'o INPUT, dB 

Fig. 3.  ST/N, estinlcrtcr distributions 

0. Relay Telemetry Modulation System 
Pevelc,pment, C. Curl 

The overall objective of this developn~ent effort i: the 
design and t s ~ t  of telemetry modulation systems tor 
relay-link applications, such as between a planetary 
s3.q capsule and J nearby orbiting or flyby spacecraft. 

-fie b r t~ r l~nard  evaluaiiqr~ of a proposed relay link 
for a Mariner lW;'il,type mission is continuing as pre- 
vioasly described in SPS 3758, Vol. 111, pp. 326431. 
That article described the test results of an audio 
equivalent RE' transmitter-rmiver followed by .. bit 
synchronizer. 



I NOISE SOURCE i I 

I .  t I 
PSEuI)O-NOISE ) 400 MHZ & - BANDPASS FILTER WTA INPUT 3 IF 

I 
( TRANSMITTER 

- 
BANDWIDTH = IOOkHz I 

I  - - I 

I I ' I 
I BANDPASS FILTER I I i  I 

I  
CRYSTAL I 4 j: DECISION 

I 
30.000 MHz 

I BANDWIDTH = 190kHz 
- 

DETECTOR I 
I 1 '  ' I  

HYBRID SYNC 1 
I 

No l I 
I BANDPASS FILTER 2 CRYSTAL 

30C25 MHz - BIT SYNLHRONIZER 
I 

I 
I BANDWIDTH = 176 Wz 

I  I -  
, I I  

I 
I I ,  

- I 

I FSK DEYODULATOR i ; DATA DEKODULATOR 1 
L ------------,----------------- J L ,--------- J 

Fie. 4. Experimental relay link 

The audio equivalent transmitter-receiver pair has 
been replaced by a breadboard 400 MHz FSK transmitter 
and receiver1 for the purposes of running complete link 
compatibility tests. The configuration is as shown in 
Fig. 4. Random data modulates the transmitter; the 
down-converted transmitter output, at 30 MHz, is mixcJ 
with broadband noise, to establish a controlled signal- 
energy to noisedensity ratio ( S T / N o )  at the receiver IF. 
After IF amplification, the signal is FSK-demodulated 
by the conventional toplogy consisting of crystal filteis, 
square-law detectors, channel-balance amplifiers, and 
subtractor. Finally, the bit synchronizer and data detec- 
tor m v e r  data and bit-sync timing from the noisy 
FSK-demodulated data stream. 

phase detector topology and 69-Hz loop bandwidth 
( 2 B L )  as described in the referenced SPS. 

The first bit-error and acquisition-time tests have been 
completed and are shown in Figs. 5 and 6, respectively. 
The theoretical performance curve of Fig. 5 is extracted 
from The hardline bit-sync data is in excellent 
agreement with theory. Using bitsync derived from the 
bit synchronizer, a 0.3-0.4 dB loss is observed; this value 
of sync loss was also observed in the audio-equivalent 
receiver tests. The 0.9 probability of acquisition time for 
frequency offsets (Af) of 2.0 and 4.0 Hz. The values are 
also consistent with those obtained with the audio 
receiver. 

The noise bandwidths of bandpass filters 1 and 2 were Extensive bit-error and acquisition time tests are 
averaged and that value (18.3 kHz) used for determining scheduled to determine the performance of this RF relay 
S T / N o  and N ,  the IF bandwidth to bit-rate ratio link as a function of RF limiting, square law versus linear 
( N  = 36.6). The bit synchronizer uses the absolute-value envelope detectors, and channel unbalance. 

'The RF equipment has been developed under NASA Code 186-88- 'Boyd, D. W., Perfomonce of FSK Systems vfth b g e  UmertdnQ 
04-08, Relay-Link RF Systems. in the Carrfer F r e q m ,  Apr. 3,1967 (JPL internal document). 

31 2 JPL SPACE PROGRAMS SUMMARY 37-51, VOL. I11 



G DERIVED BIT SYNC 

THEORETICAL. N = 3 6 . 6 l  

----- 

Fig. 5. R K  bit-error test 

SYNC LOOP 2 BL = 60 HZ I 
I -+- 0 PSEUDO-NOISE DATA.Af = 2 Hz -* 

I 

IS I? 19 2 I 

S T / N ~ ,  d~ 

Fig. 6. FSK bit-sync acquisition time test 
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XXIII. S p a c e c r a f t  R a d i o  
TELECOMMUNICATIONS DIVISION 

A. Lunar Orbiter V Side-Looking Radar Experiment, R .  L. Horttor 

- 
1. Introduction 

For some time the Laboratory has been developing surface imaging or mapping radar systems applicable to lunar 
and planetary missions. Present spacecraft ordinarily have telecommunication elements that are very similar to the 
elements used in such radar systems. fieliminary investigation has shown that the S-band ranging transponder with 
a high-gain antenna could serve as a side-looking radar. To demonstrate this idea, an experiment was performed on 
January 24, 1968, using the S-bard ranging transponder and high-gain antenna of the Lunar Orbiter V spacecraft in 
flight. A description of the experiment find the derivations of the mapping equations are presented in this article. 

2. Experiment 

The equipment used in this experiment is different from that of the usual side-looking radar, because the radar trans- 
mitter and receiver are widely separated. As far as is known, a bistatic side-looking radar experiment has never been 
performed before. With reference to Fig. 1, the actual radar signal is transmitted from the spacecraft, reflected from the 
lunar surface, and received at the Mars DSS. In order to keep time and frequency references, the ranging modula- 
tion is actually transmitted from the Mars DSS to the spacecraft, routed through the transponder, and retransmitted 
on 3 different carrier frequency. 

As described, the experiment communication link contains three time-varying delay times. Proper tracking of the 
round t i p  delay and doppler is the crux of the data-processing problem. 
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1 

6 0  MHz 

CLOCK TAPE 

WORD - TAPE 

TIME - TAPE 

Fig. 1. Block diagram of bistatic side-looking radar experiment and signal flow model 

The received signal is recorded in phase quadrature at baseband. Range resolution is achieved using a pseudonoise 
(PN) code biphase-modulated on the carrier. The received signal is multiplied by an identical locally generated PN 
sequence. The portion of the received signal whose modulation is synchronized to the local code can be separated 
from the rest by a low-pass filter. This signal corresponds to a narrow strip at constant range from the spacecraft, as 
shown in Fig. 2. Each point within that strip passes thro~gh the lines of constant doppler caused by the motion of the 
spacecraft. A filter which matches that motion-induced phase behavior can resolve individual point scatterers. This is 
the basic principle of the side-looking radar. 

The surface resolution is determined by the radar beam incidence angle, the PN code bit length, and the bandwidths 
of the spacecraft transponder, the DSN receiver IF amplifier, and the tape recorder. The bit rate chosen for the experi- 
ment was a %-MHz clock rate, allowing a 3-ps bit time. I'his is 1.0 km in slant range, corresponding to about 1.4 km 
on the surface. 

The code length was long enough to keep the spacezraft direct signal and the surface signal unambiguous. Also, the 
longer the code, the better the suppression of the direct signal. However, searching for the surface reflected signal 
sets more difficult as the code is lengthened. The code chosen was 1023 bits long. 

Signal strength calculations were based on resolving a 1-km square on the surface. Predictions showed a 3-dB 
signal-to-noise ratio. Such a noisy picture should reveal a recognizable shape, such as a large crater. Analysis of the 
data is not yet complete. 
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LUNAR ORBITER V 

LUNAR 
SURFACE 

ENLARGEMENT OF ILLUMINATED 
AREA MAPPING COORDINATES 

Fig. 2. Lunar Orbiter V side-looking radar mapping coordinates 

3. Analysis 

This section presents the signal flow from the earth station to the spacecraft to the lunar surface and back tcj the 
station. Further operations are performed, culminating in the system response to a point reflector on the lunar surface. 
A map is the superposition of many responses from the surface features. 

a. Communication link m n d  trip time dehy. Each link in the process is characterized by the time delay ri (t). The 
delay is a function of time because the velocity of light is finite, and the three elements in the system are xiloving with 
respect to one another. Figure 1 has already identified these links. Only the time delay of the spacecraft-Moon link, 
r2 (t), is of real interest, because it is the particular nature of its variation which allows resolution along the direction 
of travel. 

The modulation of the transmitted signal is a PN code. One length of the code is denoted by x(t) and is T sec long. 
The modulating signal is then 
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Assuming a modulation index /I, the transmitted signal is 

s1 (t)  = A, 2% cos (0, t  + /3X ( t ) )  

The signal at the spacecraft is attenuated and delayed. 

8, ( t )  = A2 255~0~ ( 0 1  [ t  - 11 ( t )]  + PX [t  - 7 1  ( t ) ] )  

At the spacecraft, the transponder retransmits the modulation on a different carrier frequency. 

On the lunar surface, the signal has additional delay r,(t) and a time-varying amplitude factor caused by motion 
through the antenna illumination pattern. 

J, ( t )  = A. ( t  - r2 ( t ) )  2% c~~ ( 0 ,  [ t  - l*rl ( t  - rt ( t ) )  - rr ( t ) ]  + BX It - (t  - 7 2  ( t ) )  - 72 ( t ) ] )  
0 3  

At the earth station the signal has additional time delay r3 (t), hn attenuated power factor A, (O), and white gaus- 
sian lunar background noise. The phase factor 8 ,  is arbitrary but fixed for each scatterer, while 8, is uniformly random. 

+ n1 ( t )  cos (0, t  + 8,) + n, ( t )  sin t  + 8,) (6) 

Let the total time delay he denoted by r (t). 

7 ( t )  = rl ( t  - 7, ( t ) )  + Ta ( t )  

0 1  
T o  ( t )  = -71 ( t  - 

0 3  
7a  ( t))  + 7. ( t )  

7. it) = r2 ( t  - T S  ( t ) )  + 7 3  ( t )  > 

The functions will later be calculated by the ephemeris and trajectory data and will contain the desired phase behavior 
of the spacecraft-to-surface link. The received signal is, therefore, i 

e5 ( t )  = A, ( t  - r.(t)) 2% cos [us (t  - T+ ( t))  + PX (t - 7 ( t ) )  + e l ]  + n1 ( t )  cos (u3 t  + 02) -!- nr ( t )  sin (a, t + B s )  (8) 

In addition, there is the direct component from the spacecraft omni-antenna. Denote it by s6:(t), the interference 
component. 

8, ( t )  = A ~ :  2% ms ( 0 3  [ t  - 2 7 1  ( t  - n (t))  - r1 ( t )]  + PX [t  - n ( t  - 71 (t))  - 71 ( t ) ] )  
0 3  

(0) 
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I,et the interfxence signal time delay be r,  ( t ) .  Then 

where 

s-,, ( t )  :: A:, ~ ' ~ C O S  [w3 ( t  - rl+ ( t ) )  + pX (t  - rr ( t ) ) ]  

TI ( t )  = rl ( t  - 71 ( t ) )  + 71 ( t )  

.I+ ( t )  = W' 7, (t  - Tl ( t ) )  + T l  ( t )  
0 1 4  

This component could be coherer~tly tracked by the receiver, if desired. 

b. Receiver signal jlow. At the receiver, signal is amplified by the maser front end and mixed with the local oscil- 
lator frequency wm. The receiver is not tracking, hence wLo is constant. 

e, ( t )  = (s, ( t )  + SSI ( t )  + n, ( t ) )  2% cos wLo t  

The frequency difference (o, - w~,,:I is 50 MHz and is denoted by u,,. Double frequency terms are dropped. 

c~ ( t )  rS A, ( t  - 7, ( t ) )  cos [om a - w3r+ ( t )  + PX ( t  - r ( t ) )  + 811 + Asr cos [w50 t  - w3rl+ ( t )  + PX (t  - rl ( t ) ) ]  

Mixing with a 60-MHz reference produces signal on a 10-MHz IF. Make substitutions for the phase terms us t+ ( t )  
and w3 (t) .  

e, ( t )  := e, ( t )  3 cos woo t  

e, ( t )  = A, ( t  - ta ( t ) )  cos [wlo t  + 4 ( t )  - PX ( t  - t ( t ) )  - 811 + AsIcos [o~ot  + #I ( t )  - PX ( t  - 71 ( t ) ) ]  

1 . 1  + n, ( t )  -cos ("lot - 8,) - n, ( t)Zsin (mlo t  - 02) 
2% (14) 

After mixing to 10 MHz, the signal is passed tb.rough the 10-MHz IF filter, with impulse response h, (t) .  The filter 
bandwidth is 3.3 MHz. The convolution integral uses the dummy variable p,. 

Remove the IF frequency and record the result on magnetic tape. Since the signal is now at baseband, quadrature 
cornpconents must be kept. 

,e ( t )  = ea ( t )  2 sin w1o t  

el ,  ( t )  = es (;) 2 cos wlo t  
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Upon substitution these signals become 

I eo ( t )  = 1' d p l  hl ( p l )  2 dn wlo t A, ( t  - ra ( t  - p i )  - p i )  cos ( t  - p l )  + 4 ( 1  - p i )  - PX ( t  - r ( t  - p 1 )  - p l )  - e l ]  
1, 1 

+ An1 cos [ w i v  ( '  -- p l )  + 41 ( t  - P I )  - PX ( t  - 7 ( t  - p l )  - P I ) ]  

1 1 + nl ( 1  - p l )  5 cos (w10 ( t  - p l )  - 8,) - n2 ( t  - P I )  - sin ( w l 0  (t -- p l )  - 8 , )  2% f (la) 

1 1 + nl ( t  - P I )  cos (ut lo ( t  - p1)  - 8 , )  - n, ( t  - p,) $sin (w , ,  ( t  - p,)  - 8 , )  (16b) 

Expanding the sinusoidal products and discarding the double-frequency terms gives 

e. ( t )  = L m d p 1  h~ ( P I )  pi ( t  - ra ( t  - p l )  - p l )  sin [ r l o  p1 - 4 ( t  - p 1 )  + pX ( t  - r ( t  - p,) - p l )  + d l ]  

+ Ar.1 sin [ w l o  pl - + I  ( t  - p i )  + PX ( t  - rr ( t  - p l )  - p l ) l  

1 1 + nl ( t  - p l )  sin ( w l o  P I  + 0 2 )  - n, ( t  - P I )  cos ( w l o  p l  + 9,)  (1'34 

But hi ( t )  is a bandpass filter function 

hl ( t )  = h 1 p  ( 1 )  2 ~ 0 s  ( w o  t + 9 1 ~  ( t ) )  ( 1 7 )  

where hIP ( t )  and flip ( t )  are the amplitude and phase functions, respectively. 

B. ( t )  = / d p l  h l ~  ( p l )  2 cos (.lo p l  + 91. ( P I ) )  
0 

X A6 ( t  - ra ( t  - P I )  - P I )  sin [ @ l o  p i  - 4 (t - p i )  + PX ( t  -- r ( t  - p i )  - p l )  + 8 1 1  { 
+ A,, sin p1 - 41 ( t  - p l )  + /3X (: - 71 ( t  - P I )  - p i ) ]  

1 1 
X nl (t - p l )  sin ( @ I .  pl + Bt) - tlr ( t  - p l )  s c o s  ( r l 0  pl + 8,) 

f 
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elo ( t )  = dpl hll ( p I )  cos PI  5 B I F  ( p I ) )  I" 
x (A, (t  - 7a (t - P I )  - P J  ms tala - 4 (t  - + px ( t  - ( t  - h) - + ell 

+ Aat cos [a10 P I  - '$1 (t  - P I )  PX (t  71 (t - P I )  -. p i ) ]  

1 1 
x n, (t  - p l )  cos (WO p. -:. BPI + fi5 (t - p l )  5 sin (a,, p1 + 8,) (18b) 

Expanding the sine and cosine products and discarding double-frequency terms gives 

+ sin [-+I ( t  - p l )  + PX (t - 71 (: - P I )  - P I )  - B I F  ( P I ) ]  

1 1 + n, (t - sin (6, - el. (p , ) )  - t* ( t  - P I )  5 ~ s  ( 0 2  - ( P I ) ) )  (194 

h t  hz(t)  be the filter associated with the tape recorder response. 

c. Range 4 &nmida&m. RPnge gating or demodulation is performed by corrslating the meived sigaal with 
time shifted locally generated versions of the PN code modulation. 

elt it) = 611 ( t )  X (t  - To) 

el, ( t )  = q; (t) X (t - To) 
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Both signals are passed through a low-pass filter for which X ( t )  is rapidly varying and + ( t )  is slowly varying. 

el. ( t )  = dps )h ( p a )  c.14 (t - pa) I' 
0 

= d,b ha ( 0 s )  el* (t  - pa) X ( t  - To - P I )  

Substituting the expmior . gives 

a,, (t)  =lo dp310 dp21a 4 1  b ( ~ 3 )  h (m)  IF (P I )  X (t  - To - P S )  

Expand the sine and cosine products to separate thz j3X(t) terms. 

sin ( - + ( t )  + /3X ( t ) )  = -sin + (t)  cos j3X (r) + cos + ( t )  sin /3X ( t )  

cas (- + (t) + ( t ) )  - cos + ( t )  cos /3X ( t )  + sin + (t)  sin j3X ( t )  

But X (t)  is el only, so it may be removed from the arguments. 
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Substituting into Eq. (23 a, b) gives 

( t )  =l* d p 3 ~ = d p % * d p l  h3 ( p 3 )  hz ( P Z )   IF ( P I )  {b ( t  - +a ( t  - P I  - PS - ~ 3 )  - P I  - c - P I )  

( t )  =lm 4 3 L w  dp2Lm h3 ( p a )  h2 ( ~ 2 )   IF ( P I )  (A, ( t  - ,a ( t  - p1 - P* - C) - P I  - P Z  - ~ 3 )  

It has been stated previously that h, ( t )  changes rapidly compared to X ( t) ,  but very slowly compared to 7, (t),  + ( t) ,  
+ ( t)  and +I ( t).  Hence, the integration over pa affects only X ( t )  terms. The other factors may be removed from the 
ps integral. This statement implies the following: 
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where is the mean value of X ( t )  and R, ( T )  is the autocorrelation function of X ( t ) .  Equations (24a, b) are now 

X sin pRz ( T o  - 7 ( t  - p l  - pr) - P I  - p2) cos (+ ( t  - pl - p2) + BIF  ( P I )  - 81 )  [ 
- X cos sin (+ ( t  - pl - pz)  + BIP ( P I )  - 01 )  I 

- ~ m s  sin ( 4  ( t  - PI - pr )  + el= ( P I ) ) ] )  + nls ( I )  

+ sin PRs ( t  - 7 ( t  - p ,  - pZ)  - p, - p2) sin ( g  ( t  - p1 - A) +OW ( p , )  - e l ) ]  

+ sin SRZ ( t  - 71 (t - P I  - pz)  - PI  - p2) sin (C ( t  - pl - p2) + 0,. (p,)  - @ , ) I )  + n,, ( t )  

'i'he noise processes are quasi-gaussian. Multiplication by X ( t )  makes the process values at the PN code transi- 
tion points undefined. But averaging in h3 ( t j  applies the central limit theorem. Hence, the term "quasi-gaussian." 
Assume they are gaussian. The autocorrelation functjons are equal. 

The cross terms of n1 ( t )  and n, ( t )  have already been eliminated, since the two are independent. But the two noise 
processes are white with correlation (@/2) 8 (7) .  
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Integrating over pa gives 

For purposes of calculating R.,, (7 )  it is fair to assume that h2 ( t )  and hlF ( t )  do not affect X (t) ,  since the filters are 
wideband compared to h3 (t). Treating them as unit impulses then gives 

But X ( t )  is +1, so X' ( t )  is constant. 

Equations (26a, b) may be simplifiecl somewhat, since the phase and time delay functions are essentially unafFected 
by filters h, ( t )  and hlF (t). Parts of the integrands may be moved outside the integrals. 

el. ( t )  = A5 ( t  - ra ( t ) )  {ma (+ ( t )  - ~ ~ ) / ' ~ d p ,  dpl h, (p,) ~ I P  ( p i )  [sin /3& (To - r ( t )  - pl - p2) ~ 0 s  $ I F  ( P I )  

0 

sin PR, (To - r ( t )  - pl - pz )  sin B I p  + cos /3 cos B I F  ( p t )  I f  
+ {ms (h (1)) k r d p 2 1 -   PI hz ( P I )  h ~ r  ( p l )  sin PR. (T,  - r, (I) - pi - ms olP 

- E m s  /3 sin el, ( p l )  - sin 4, ( t )  

[ 
] ~ m d P 2 1 m d P l  h. ( P 2 )  ~l.O1) b . ( p i )  

sin PR. (T - r, (t)  - pi - p2) sin B I p  ( p 1 )  + X cm /3 c o r  O r ,  I + n15 ( t )  (324 

Similarly for el, ( t )  
C 

el@ (t) -- A, ( t  - 7, (t))  lm dp21m dpl h2 ( p 2 )   IF ( P I )  s i ~ .  PI?8 (To -- r ( t )  - pl - pr)  sin B I F  ( p , )  

+ E cos 8 cos elp + sin (+ ( t )  - 6,) I ~ m d ~ z 4 m d ~ 1  h ( p * , f i  .(PI) 

sin BRz (To - r ( t )  - pl - p2) cos B I P  ( p i )  - 2 CQS /3 sin O I P  ( p l )  

~ ,. 
:r. 

3' 
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The expressions in Eqs. (32a, b) are not so formidable as they may seem. They contain both the modulated and 
carrier components of the reflected and direct signals. Observe that the carrier component may be suppressed by 
adjusting the modulation index /3 or the average value X of the PN code. This is more easily observed by assuming 
hIF (t) is very broad band compared to the code autocorrelation. In practice, most of the resolution degradation comes 
from the tape recorder h2 (t). These are part of the assumptions used earlier in calculating n, (t) and n, (t). 

Equations (32a, b) become 

n 

el, (t) = A, ( t  - r,, (t)) cos (+ (t) - 0,) sin p/ dpz hz ( f i )  R* (To - r (t) - f i )  
0 

- -  X cos sin (+ (t) - el) cos +I (t) sin p dp2 h2 (pz) R (To - 71 (t) - pz) 

- W cos p sin (4, (t))} + nli (t) 

e,, (t) = A, (t - r. (t)) sin (4 (t) - 8,) sin p dp2 h2 (p2) (To - 7 (t) - p2) 

+xcos/3cos(+(t)-0, 

+ sin $1 (t) sin @/' dp2 h2 (~2)  Rz (To - 
0 

Equations (34a, b) are the operating equations for analysis defining system mapping capability and the effects of 
interfering terms. 

It is now instructive to demonstrate the two-dimensional lature of Eqs. (%a, b) by showing how an array of point 
scatterers appear at el, (t) and el, (t). Assume that the surface is an anay of point reflectors whose complex rdection 
coefficients are characterized by aij and Pij, the amplitude and phase angle, respectively. Furthermore, each resolution 
strip parallel to the vehicle track is associated with a time delay rj (t) and a phase variation +i (t). Within a strip, 
points are separated by their time occurrence ti. Time delay rj (t) does not vary along a strip limited by antenna 
beam width. Signals el, (t) and e16 (t) are then expressed by a double summation over (i,i). 

el, (t) = Z (Z ac j A, (t - ~ a j  (t) - ti) dpz h (p2) I1 (To - r, (t) - pz) 
j 1 

X sin pcos (+j (t - ti) - 04,) - z m s  /3 sin (4, (t - ti) - Oii)]) 

cos +I (t) sin b d p ~  h2 (p) R (TO - 71 ( t )  - pz) I' 
- K cos sin +I ( t )  + n,, (t) I 
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X ~ i n p s i n ( + ~ ( t  - ti) - B,,) + ~ ~ s p c o s ( + ~ ( t  - ti) - Bij) 11 
sin +I it) sin /3 dpz ha (pz) R (To - t j  (t) - p2) I" 

-t- ,Ycospcos+, (t) + n16 (t) I 
Because of the peaked nature of R, (r), as shctwn in Fig. 3, the dominant term in Eq. (35a, b) is the one for which 

To rj (t). For this condition, the terms may be separated into signal from the jth surface strip plus interference. Thus 
e15 (t) and els (t) become 

m 

d h ( ) Rz (To - rj (t) - p2) i t  = j 5 t - j ( 1  - t i  [ Pz 2 P2 
I 

x sinpcos(Bj(t - t,) - Oij) - z c o ~ p s i n ( + ~ ( t  - ti) - O i j )  1 
- X X 2 ail A, (t - r,, (t) - ti) sin (+, (t - ti) - /3 - Oil) 

1:j I 

- A,, sin (+, (t) - 8) + n15 (t) 

el6 (t) = 2 j Aa (t - r o j  (t) - ti) dp:, h z  (p~)  Rz (To - T j  (t) - 
i [I' 

X sin Psin (+,(t - ti) - Oij) + ~ C O S  $COS (+i (t - ti) - B,j) I 
+ 2 2 = i t  A, (t - TI (t) - ti) cos (41 (t) - - Oil) 

l t j  i 

+ ?A,, cos (41 (t) - 8) + n16 (t) (36b) 

1.0 - 
THIS FUNCTION IS PERIODIC 

FROM-  (D C r c m  I 
t - 
b - 
d' 

1/2"-1 

, I 

A 

4 L 2 S  

*4 (2"-l)f, + 
r d  

Fig. 3. Autocorrelation of range code X (t) 
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A glance at Fig. 3 indicates that R,(r) may be expressed as 

R, ( r )  = [R, ( r )  - X] + T 

where R,, ( r )  is nonzero only in the region r r 0, n (2N - 1) T,. Equations (36a, b) become 

e,, ( t )  = sin 2 aij A, ( t  - ra, ( t )  - t i )  dpz hz ( p z )  Roo (To - rj ( t )  - ps)  cos (4 ,  (t - ti) - e i j )  
i 

- 2 Z ~i A, ( t  - raj ( t )  - ti) sin (+j ( t  - ti) - eij - P)  
1 

- sin (+I ( t )  - 8) + n16 (tj 

e,, ( t )  = sin 8 Z ai j A5 (t - raj ( t )  - t i )  dpz h? I p , j  no, (To - ~j ( t )  - p 2 )  sin ( + j  ( t  - t i )  - ei j )  
i lo 

+ X Z Z a i j A , ( t  - raj ( t )  - t i )co~(+j  (t - t i )  - ,8 - B i j )  
f i 

+ x ~ 5 1  cos (+I (t) - 8) + n,, ( t )  

Kote how the return signal consists of a portion limited by the modulation to the strip and a portion from the whole 
area contributed by the carrier component caused by the code average value. 

It is important to make X as small as possible. This is done by making the PN code as long as possible. For a 
code of length (2" - l) ,  

R, (n  T,) = 1 n = 0,+(2N - l), +-2(2N - l), a - - 
T ,  = bit period 

' f 

i The map of the surface is reproduced in the following way. Signals el, ( t )  and e,, ( t )  are combined in a single 
sideband mixer and passed through a filter matched to As(t)  and + j  ( t).  Depending on the detailed nature of + j  ( t ) ,  
the scatterers for each j-strip are resolved. The process is repeated for each 1. The results are mapped on a (To,t) 
plane. A strip parallel to the vehicle track will be reproduced along the contour To =. r j  (t). Because of the relative 
motion between station, spacecraft, and moon, r j  ( t )  is a function of time, and hence, a strip maps into a curved 
strip, in general. However, To is the time reference of the locally generated PN code. If provision is made for track- 
ing the variable portion of r j  (t) by making 

To = 7 ( t )  + r 

T j  ( t )  = r ( t )  + rj 

then 

! and the output map is fixed, because the mapping coordinate would be fixed to (7, t).  The analysis of phase processing 

I of (t) and the corresponding need for phase tracking will appear as convenience allows. 
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B. Power Spectral Densities for Binary 
Frequency-Shift-Keyed Waveforms, D. W, Boyd 

1. Introduction 

In designing a communications receiver, it is important 
to know the power spectral density of the received wave- 
form. This quantity defines the distribution of average 
signal power versus frequency and is useful 2riniari!y 
for locating the frequency bands of most interest. In this 
drticle we shall specialize certain general results from 
Ref. 1 for the power spectra of binary frequency-shift- 
keyed waveforms. 

2. Basic Assumptions and Definitions 

Following Ref. 1, we assume that the transmitted wave- 
form is given by 

where 

ul(t) =Ac0s(2aflt + 0.) 
uz ( t )  = A cos (27r f 2  t + +n) I (2) 

We shall distinguish between two different cases for the 
Uk (t), k = l,2. 

In both cases, the choice of the uk (t) is made inde- 
pendently and with equal probability for each interval 
of length T. In the first case, discontinuous phase 
frequency-shift-keying (FSK), the values of 8. and 4, 
are unconstrained from interval to interval. This corre- 
sponds to the case of switching between two independent 
oscillators. In the second case, continuous phase FSK, the 
initial values of the phase at t = 0 are +O = go = +, and 
the succeeding values +,, 8, are chosen so as to make the 
phase of u(t) continuous at the transition points. This 
corresponds to the case of shifting the frequency of a 
single oscillator. 

For each case, we shall specify the power spectra to be: 

(1) One-sided, that is, specified completely in terms 
of positive frequencies. 

(2) Approximations obtained by neglecting terms of 
the order of l/(f + fk), compared to terms which 

vary like l/(f - fk),. The contributions of the 
neglected terms become appreciable only when 
the fk  are smaller tl. ,n the signaling frequency, 
f, = 1/T. For situations in which we shall be 
interested, this will never occur. 

3. Discontinuous Phase FSK 

For discontinuous phase FSK, we shall consider two 
subcases : 

( f z  - fl) Zmfa (m an integer) 

(f2 + fl) f mfa 

(m + 1) 
(fz - fl) # f .  

and 

f, and f, arbitrary 

In the first case from Eq. (76) of Ref. 1, we have t h ~  
power spectrum given by 

We see from Eq. (3) that the spectrr:m consists of im- 
pulses at fl and f2 with the familiar (sin2x)/x2 form 
centered about these impulses. 

For the second case of discov~tinuous phase FSK, we 
have to use Eq. (15) of Ref. I. This equation is much 
more complicated and invol- es the values of g, and 8, 
explicitly. However, if we assume that g. and 8, are 
independent random varip.bles with uniform distributions 
over the interval [0,2,. 1, we can average the power 
spectrum given in Eq. 115) of Ref. 1 over +, and 8,. 
Doing this, we 0btp.m exactly the same expression as 
given in Eq. (3). Thus, for our purposes, Eq. (3) com- 
pletely specifies the power density spectrum for discon- 
tinuous phase FSK. If for any reason +, and 8,  take on 
pnrticular values, this statement will no longer be true, 
and we will have to go back to Eq. (15) of Ref. 1. 
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4. Continuous Phase FSK and 

For continuous phase FSK, we shall also corsider two fz - f l  z mf. (m an integer) 
subcases: 

f 2  - f~ f ntfa (m an integer) f 2  + f t  # mfa 

Other cases are treated in Ref. 1, but these two should include most practical situations of interest. In the first case 
from Eq. (48) of Ref. 1, we have 

Although the behavior of wu ( f )  is not as transparent as it was before, it appears that the spectrum has peaks in the 
vicinities of f l  and f,. 

For the second case, in which f 2  - f l  = mf,, we use Eqs. (52), (53), and (54) of Ref. 1 to obtain 

where 

f - f  1 1 w. ( f )  = (A2/2f,) sin2 [* (-f) - y] r 
form even 

form odd 

Since m is an integer, the above expressions can be simplified: 

f - f  1 1 

- 2nm 

for all m 

f 
t Here we see once again that impulses at f ,  and f 2  are combined with a continuous spectrum. 

1 
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5. General Obrewationr 

One of the inost important characteristics to consider 
is the behavior of the spectra as a function of frequency. 
By studying Eqs. (3); (4), and (8), we conclude: - 

\ 

(1) The spectra for discontinuous phase FSK fall off - 
as l/f2 for large f. t' 

(2) The spectra for continuous phase FSK fall off as 
l/f' for large f. 

This observation is important in designing practical sys- 
tems. For example, in systems with small relative Jif- 
ference frequency 

i b l  

we would, ideally, like to use 3 continuous phase oscil- 
lator to minimize overlap from each of the two fre- 
quencies. Practically, it will be a question of how much 
the frequency of a real oscillator can be pulled. 

Another way to compare the behavioi of the spectra 
versus frequency is to calculate the perceniage of total Fig. 4. (a) Bandwidth 2Cf. (bl Percentage of total 

power in an arbitrary bandwidth. A convenient band- power P, in bandwidth Cf, 

C 

I 

2 
3 

4 

5 

width to consider is 2Cf,, for which we calculate P, =per- 
centage of total power within a bandwidth 2Cf, centered shift-keyed (PSK) spectrum centered about (fl + f,)/2. 
about (f, + f,)/2. Figure 4a shows the bandwidth defined As can be seen from the figure, continuous phase FSK 
above, and Fig. 4b gives representative values of P, fcr is by far the most efficient in terms of having the most 
various C. Included for comparison are values for a phase- power in the smallest bandwidth. 

Another interesting characteristic is the shape of the spectra as a function of C. It is clear from Eq. (3) that the 
spectrum for discontinuous phase FSK is just the properly separated sum of the impulses and the (sin2x)/x2 terms. 
Thus for large C, when the overlap between the two terms is negligible, the shape of the spectrum in the region of f1 
and f ,  is a constant independent of C. The same sort of behavior for the continuous phase spectra can be deduced 
from Eqs. (4), (5), and (8). Substituting Eq. (9) into Eq. (4) and simplifying, we obtain. 

P., PSK 

0.903 
0.95 
0.966 
0.975 
0.98 

It is convenient to consider the spectrum as a function of the normalized variable 

so that we have 
* 

P , ,  FSK 
DISCONTINUOUS 

PHASE 

0.926 

0.967 
0.977 

I 
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P, ,  FSK 
CONTINUOUS 

PHASE 

0.984 

0.995 
0.996 - 



a function which is symmetrical about C/2. If l,vs let 

and expand all the trigonometric identities, we obtain 

w, (f) f. -- - [sin rC cos TA 4- cos XC sin T ~ A ] ~  sin2 (nA) 
A2 2 (1 - 2 cos (27r~) cos2 (nc) 4- 2 sin (2nA) sin (nc) cos (nc) 4- cos2 (nC)) 

Now if C > > 1, the C over (C + A) in the last bracket 
will cancel, and we will have an expression which de- 
pends only on A and periodic functions of C with period 1. 
What this means practically is that in the region of 
interest around f, and f, (x = 0 and x = C) the spectrum 
for e.g., C = 15.2 is approximately the same as the 
spectrum for C = 16.2, with a diffelent separation. Some 
of the characteristic shapes will be identified in Suh- 
section 6. Using similar reasoning, we also arrive at the 
same conclusion for Eq. (8). 

The same sort of arguments also show that the fol- 
lowing properties of the spectra in the regiuti of f1 and 
f z  (x = 0 and x = C) hold: 

(1) The spectrum for continuous phase FSK with 
f 2  - f l  = mf, is approximately equal to that for 
discontinuous phase FSK for large C. 

(2) For large C, there is a rotational symmetry about 
x = 0 and x = C, for the continuous phase spectra 
for C = Co -I- p and C = C, - p, where 0 < p < 1. 

(b) Continuous phase, shape for C is approximately 
the same as for C + 1. 

(c) Spectrum for continuous phase with 

is approximately equal to spectrum for dis- 
continuous phase. 

(d) Rotational symmetry about x = 0 and x = C, 
f o r Z = C , + p a n d C = C , - 8 .  

The first property is the most fundamental; the others 
are pointed out to give a better insight to the behavior 
of the spectra. 

6. Plots 

Figures 5a to 5k show plots of the spectra for various 
values of C. In each case we have pIotted only the con- 
tinuous portion of the spectrum as a function of the 

The practical implication of the second statement is that normalized variable x = ( f  - f,)/f.. The plots shown are 

we can determine the shape of the spectrum for C = 15.2 symmetrical about the point x = C/2; x = 0 ccjrresponds 

by looking at the spectrum for C = 14.8 and rotating that to f,, and x = C corresponds to f2. For purposes of com- 

portion of it in the vicinity of x = 15 (or x = 0) about the parison, we have included plots of the PSK spectrum 

point x = 15 (or x = 0). Further explanations of this syrn- centered on x = C/2. In each figure the numbered -1.. *?es 

metry property of the examples are given in Subsection 6. correspond to the following functions: 

To summarize, we list the symmetry properties which Curve o-PSK 
we have outlined: 

(1) Behavior versus frequency: continuous phase FSK 
falls off as l/P and discontinuous ~ h a s e  FSK falls 

w. ( f )  f, sin2 ( n ~  - nC/2) -= - 
A2 2 (n;r - X C / ~ ) ~  

. . 
off as l/f2. 

Curve 1-Dbcontinuoucr phase FSK 
(2) Shape of spectra in region of f, and f2 ( x  = 0 and . . 

x =-C) as function of c for large C: 

(e) Discontinuous phase, shape is same for all C. 
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- 
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X 

Fig. 5. Power spectra (01 for C = 0.8, (b1 for C = 1.0, (0 for 
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X 

Fig. 5 (contd). Power spectra (9) for C = 2.2, (h) for C = 2.4, (i) for C = 14.8, (j) for C = IS, (k) for C = 15.2 
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Curue 2-Continuous phaue FSK 

Wu ( f )  f. sin2 ( 4  
A2 

for C = m = integer 

for C # integer 

The total transmitted power is the same in each case. The 
y-axis is the value of wu ( f )  f,/A2 and x-axis is the value 
of x. Since we have only plotted the continuous portions 
of the spectra, impulses must be added to the curves 
corresponding to Eqs. (16) and (17). 

Figures 5d to 5g in particular illustrate the effect on 
the continuous phase spectrum of changing C. For C less 
than 2 but great" than 1.5 we have a peak inside the 
point x = 2. As C approaches 2, the peak becomes more 

pronounced and moves closer to the point x = 2, until 
we obtain an impulse for C = 2. For C greater than 2, 
but less than 2.5, we observe a similar behavior, except 
that the peak is outside the point x = 2. A similar 
behavior can be expected as C varies through any integer 
value. 

The general properties discussed in Subsectiun 5 should 
be evident from the plots, particularly Figs. 5i and 5j. 
The PSK spectrum has decayed to a negligible level in 
these figures, and the symmetry relations discussed are 
clear. 

Another point of interest is that the spectral peaks for 
continuous phase FSK become less pronounced as C 
varies away from integer values. For example, compare 
Fig. 5d with Fig. 5f. To obtain sharp spectral peaks, 
f i  - f, must be approximately an integer value. This 
property may be important in system design. 

Reference 
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XXIV. Future Projects 
ADVANCED STUDIES 

A. Science Utility of Automated Rovin3 Vehicles, 
R. G. Brereton 

1. Introduction 

The geology of the earth has been synthesized from a 
prodigious amount of data that was contributed from 
many observations and scientific disciplines and acquired 
over several decades. There is every reason to suppose 
that knowledge about lunar geology (i.e., knowledge of 
the structiire and processes of the lunar interior, the 
composition, structure, and processes of the lunar surface, 
and the history of the moon) will be unfolded in the 
same way. Although working hypotheses have matured 
through experience and the terrestrial sphere is avail- 
able as an accessible geological example, the true picture 
of lunar geology can only be formed from much new 
data that will have to be acquired from a wide range of 
surface location, structures, and physiographic proviuces. 
The very nature of the lunar exploration task suggests 
that a surface mobility system will be required to a q u 3 e  
the aeeded data. Several types of designs for this mo- 
bility system have already been proposed. 

Previous studies have indicated that a separable rover, 
, delivered as payload by a Surueyor and hence limited to 

a total mass of 100 to 200 lb, could be useful in local 
surveys; however, it is recognized that such small ve- 
hicles, with a payload capability of about 20 Ib, would 
have only marginal utility for most roving missions. At the 
same time, a reasonable upper limit on size for an auto- 
mated rover would seem to be that of the local scientific 
survey module, whose mass is more than 1000 Ib and 
whose size is compatible with a Saturn V launch. Be- 
tween these lower and upper size-mass limits, there is 
probably a feasible vehicle design that can perform the 
required roving vehicle mission, while still being small 
and light enough to be delivered as an integral package 
by Centaur, alternately as payload aboard a single launch, 
manned Apollo mission, or as a separable payload item 
aboard an unmanned soft-landed vehicle intermediate in 
size between Centaur and Saturn V. 

In the past, discussions and designs for roving vehicle 
systems have been constrained by spec-g the size, 
ae;*t, power, etc., of the roving vehicle to fit it into a 
particular launch vehicle, or the vehicle design has been 
constrained by a specified program or c, ,rating mode. 
These constraints, however justified, have tended to b i t  
considerations regarding full scientific utility of auto- 
mated roving vehicles. 



The scientific instruments carried on a lunar roving 
vehicle will vary with the function of the programmed 
scientific task, although one basic vehicle design will 
probably suffice for all tasks provided reasonable range 
and mobility requirements are satisfied. This basic design 
must incorporate an imaging system and a navigation 
system that can perform both the vehicle guidance and 
navigation function, and also support the task or science 
function. It is expected that the vehicle will travel slowly 
over the surface (at the rate of a few kilometers per hour 
at most) and \ d l  be long-lived. Lifetime of the vehicle 
will, cE course, be a function of the particular science 
task that the rover is programmed for; but, in general, 
the science requirements call for a vehicle lifetime mea- 
sured in months to perhaps years. This would suggest 
that the prime crn~vcc of power be nuclear, solar, or a 
combination of these. Telecommunications are not criti- 
cal fc~r oneration anywhere on the front face of the moon; 
however, for backside operation, an orbiter relay link 
would be required. 

There are four basic science tasks or separate missions 
that an automated roving vehicle can be useful for in a 
program of lunar exploration. Vehicles utilized in this 
way can be expected to provide significant new data 
about the moon that may not be available through other 
costcomparable techniques. Each of these tasks has its 
place in the overall lunar exploration program; any plan 
that defines the most feasible and economical lunar ex- 
ploration program must consider a mix of these roving 
vehicle tasks with other lunar missions, both manned 
and unmanned. 

2. Imaging System 

The automated roving vehicle will require an imaging 
system for purposes of navigation and guidance and for 
terrain assessment. The system should have stereometric, 
polarimetric, and colorimetric capabilities and possibly 
telescopi- lens combinations to allow a close look at 
features with minimum amount of vehicle travel and 
shuffling. The specific objectives of the imaging system 
on the rover are: 

(1) Provide near-real-time images that can be used to 
guide the roving vehicle. 

(2) Acquire dimensionally stable images from which 
topographic maps can be made by photogram- 
metric methods. 

(3) Provide reconnaissance-eye-type geological infor- 
mation in color. 

(4) Provide near-field information on surface structure 
and texture, with the capability to detect particle 
sizes down to at least 0.5 mm. 

A variety of sensors and camera systems coulil perhaps 
be adapted to the roving vehicle mi;sion; however, tile 
selected system should meet the f~llowing requirements 
that are believed to be essential to the objectives of the 
roving vehicle mission. 

(1) A stereographic baseline of the camera system of 
preferably 3 ft but no less than 1 ft. The baseline 
may be vertical or horizontal. 

(2) A measurement of the local vertical to 0.5 deg at 
each position of the roving vehicle from which an 
image is obtained. 

3. Science Tasks 

a. Sample acquisition. The Apollo sample return ex- 
periment is recognized as one of the most important in 
the entire lunar program, since it affords the opportunity 
for elaborate earth-based investigation of the isotopic 
composition, chemistry, mineralogy, and physical state 
of the lunar surface material. To extend this experiment 
beyond the Apollo landing 1oca;ions appears highly de- 
sirable. Therefore, a possible mission for a small rover is 
the collection of samples along an extended (up to 
hundreds of kilometers) traverse, followed by the de- 
livery of the samples to a collection point where they 
would be returned to earth, presumably by an Apdlo 
spacecraft. The traverse could be either from one 
ApoUo landing point to another or from an unmanned 
vehicle landing point to an AFOUO site. It is assumed 
that any special packaging requirement for samples to 
be returned to earth could be accomplished by the astro- 
naut at rendezvous. It has been suggested (Ref. 1) that 
the automated rover be capable of traverses up to 500 km 
with at least 100 stations for observation and sample 
collection, and be capable of carrying 25 kg of samples 
collected and individuaily packaged in 100- to 250-g 
containers. It would appear that the real limitation for 
this mission is not the weight of samples that can be 
conveniently camed by the rover to the rendezvous point 
or transported by Apollo back to earth, but rather the 
time required to acquire meaningful samples. It does not 
seem that random sampling along a profile is the most 
desirable technique; however, it may turn out to be the 
most practical one. Samples should be acquired from 
select locations (outcrops, etc.); this will require consid- 
erable observer effort and time, and much stop and go 
maneuvering for the automated roving vehicle. 
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The minimum sciexltilic instrumentatioll for this type 
of mission would include an imaging and navigation de- 
vice plus techniques for acquiring lunar samples. To 
perform the latter task, two separate sampling modes 
are desirabl-ne for hard rock material, and another 
for sifting the particulate material that appears to form 
much of the lunar surface. Nash (Ref. 2) has given an 
excellent discussion of the strategy, principles, and instru- 
ment requiiements for sampling planetary surfaces. 

The imaging device would perform several functions. 
During traverse, it would observe the general lay-of-the- 
land, its structure, stratification, and topographic form, 
and color changes and rock textures down to at least 
0.5 mm; therefore, it would indicate-interesting areas for 
sampling. The device would also be used to locate 
sample stations with respect to identifiable lunar surface 
features to within 100 m on base maps or orbiter photo- 
graphs. 

It would be desirable to equip this type of rover with 
a device for elemental chemical analysis that could be 
used in a reconnaissance mode, and, in conjunction with 
the imaging device, for selecting meaningful samples. A 
number of lightweight instruments using techniques such 
as alpha scattering, neutron activation, and nondispersive 
X-ray emission spectroscopy seems to be suitable for this 
operation. 

Table 1 presents some information about a typic31 
science payload for an automated rover designed for the 
sample acquisition task. 

b. In situ analysis. One of the most obvious and per- 
haps more important roles of the automated roving 
vehicle in the lunar program will be geological recon- 
naissance, or the ability to extend the local measurements 
of Sumeyor or Apollo into the surrounding area. Only a 
very small area of the moon is expected to be explored 
by manned missions of the near future; therefore, a 
properly instrumented automated rover capable of prob- 
ing the environs of the moon out from A~ollo sites should 
have an important mission in a lunar exploration pro- 
gram. Although an automated rover, however instru- 
mented, can never be evpected to replace the on-site 
geologist, a properly instrumented rover can be expected 
to provide: (1) survey type data on the geochemistry of 
the moon to include information about the kind, origin, 
and distribution of lunar rocks and minerals; and (2) re- 
connaissance imagery bearing on lunar physiography, 
surface structures and stratigraphy. These data will con- 

Table 1. Science instruments for sample 
acquisition rover 

Imaging syshm 
(8 lb; 2 W) 

This instrument would provide images for guidance and poaitionlng of 
the rover and for sample selection. Stereo, color, ond resolution to at least 
1 mm Is desirable. 

Elemental analysis 

(8 Ib; 4 W, during oporutlon) 

The ins*rvment (nondispenaive X-ray emission spectroscopy1 is  formed 
from o radioactive excitation source, a gas fill-d proportional counter 
far detecting a signal, an amplifier aqd deployment mechanism. In 
operation, the instrument excitation source and unaar must be deployed 
to the lunar surface. 

?dcu lo( .  sampkr 
(5 Ib; 2 W) 

The suggested instrument is o sa-called rigid helical conveyor with 
drill tip. It would be copoble of sampling the typical lunar roil to a depth 
of perhaps 5 in. It size-wts particles so as to diminish the content of 

those over 500 and reiect those over 1000 pm. Device would hove 
two functions-acquire samples and distribute them to sample containers. 

M mck drill 
(10 Ib; 25 W) 

This is  a rotary impact drill capable of sampling rock material as hard 
as dense basalt. The instrument has a depth capability of about 1 fk 
Device would have two functions-acquire samples from hard rock and 
distribute them to sample contoinerr 

Sample contaimr 
(50 Ib, full; 2 W) 

Desire about 100 sample contoinen for 0.25- to 0.5-lb sampler 

tribute to the understanding of the moon and indicate 
areas of high interest for planning future missions. This 
type I-f rover mission can serve a useful scientific purpose 
in both regional and local studies. 

It should be realized that a chemical basis alone is 
incapable of classifying the many diverse products of 
rock-forming processes. Thus, chemical elemental analysis 
ex~eriments will not distinguish crystalline rock from 
volcanic glass or ash with the same chemical composi- 
tion, nor a physical mixture of local debris from a 
crystalline rock. The accepted schemes of rock classifica- 
tion are based on texture (the size, shape, and geometrical 
relation of grains in a rock) and the identification of the 
minerals in the rock. From these parameters, information 
regarding the nature, geologic history, and origin of the 
rock may be defined. 
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The sample acquisition preparation device would be 
the same as described for the previous task. Samples of 
lunar surface material would be obtained by the par- 
ticulate sampler or hard rock drill, and this material 
would be distributed to the geochemical instruments. 

On the basis of the above, the scientific instrumenta- Table 2. Science instruments for in siiu 

As a minimum set, the array of geochemical instru- 
ments must include methods for elemental analysis, 
phase analysis, and study of rock textures. The suggested 
in~mments here are an X-ray spectrometer (Ref. 3) for 
elemental ana:jsis, an X-ray diffractometer (Ref. 4) 
for mineral phase determination, and a petrographic 
microscope (Ref. 5) that could observe cnished rock 
samples in transmitted light. These instruments were 
previously considered for both Surueyor and rover mis- 
sions. Table 2 presents a typical science payload for an 
automated rover designed for the in situ analysis task. 

tion tor this type of rover mission should include: (1) an 
imaging device, (2) an arralr of geochemical instruments, 
and (3) a sample acquisition preparation device. The 
imaging device would perform the same function as on 
the sample acquisitiol~ task. 

In addition to the above instruments, it may be desir- 
able to include a gas chromatograph in the payload for 
this vehicle. The chromatograph would provide an 
analysis of the volatile constit~ents in lunar surface 
material. 

analysis rover 

c. Trauerse geophysics. Traverse geophysics has a 
very special place in the lunar exploration program. It 
can provide data toward the solution of problems that ran 
be solved only by the combined techniques of surface 
mobility and geophysical instrumentation. Traverse geo- 
physics using automated roving vehicles is not a panacea 
for all the problems of lunar exploration; however, it is 
a powerful tool for providing data on the subsurface of 
the moon and when these data are correlated with lunar 
geology and multiple working hypotheses, they can pro- 
vide an informative picture of the possible structure and 
processes of the lunar crust. The choice of scientific 
instruments for traverse task is quite large, because geo- 
physical techniques and instrumentation have become 
more diversified through the effect of space age tech- porent of the earth's magnetic field. Thus, a magnetic 
nology and the revolutionary growth of science that has survey to measure the magnitude of the geomagnetic 
taken ?lace since 1940. For example, 10 years ago, a field vector required two separate survey operations with 
magnetic survey was usually accomplished with a field two separate magnetometers (one survey and instrument 
balance magnetometer,' which measured only one com- to measure the horiz&tal component and another to 

measure the vertical component). Today, this same oper- 
'Designed by A. Schmidt; manuiactured by Askania Werke, Berlin. ation can be carried out with one small and completely 

Imaging system 

(8 Ib; 1 W) - 
Thic Instrument would provide imoges for guidance and poritionlng of 
the rover and also for goologicul eyeball type informath. Stweo, 
color, ond system resolution to ot lead 0.5 mm Is desirable. 

X-ray diffmct.m.(.r 
( I S  Ib;4W) 

I 

The X-ray diffractometer will be used to conduct mineralogical analyus 
of lunor surface material acquired at a number of fixed points on a rovlng 
vehicle traveru. The ~rrimory objective of this instrument is to idonlify 
the types ond relative abundonce of the various crystalline p h e w  
expected to be present in o lunor sample. The instrument will provide 
diffraction data of wfficient quality to identify any of the m0.p rock- 
forming and occeuory minerair 

X-roy syck.metw 
(IS Ib; 4 W) 

The X-ray spectrometer will be uud  to conduct on elemental onolysis 
c! lunor surfoce moteriol acquired at a number of fixmd points on a roving 
vehicle trovarse. 3;. mode of analysis can detect elements from sodium 

through uroniumi however, olt:y those elements from lod im through 
nickel ore expected to be present in sufficient quantity t* allow detection. 

-- 
?.(roglophlc microscoy 

(IS Ib;4W) 

The petrographic microrcope would provide texturol ond optical infor- 

mation on rocks ond porticulote moteriol from the lunar wrfoce. 

PorHculah sampkr 

(I Ib; 2 W) 

The wggested instrummnt is a so-called rigid helicol conveyor with 
drill tip. It would be capable of sompling the typicol lunar soil to o depth 
of perhaps 5 in. I t  size-aorta particles w as to diminiah the content of 

chore over 500 run and reiect those over 1000 pm. Device would hove 
two functions-ocquire samples ond distribute them to the geochemical 
instruments obove. 

Hord rock MI1 
(10 Ib; '5 W) 

This is o rotory impact drill capable of sampling rock maferiol as hard 
as denu bosolt. The instrument has a depth copability of obaut 1 A 
Device would have two functions-acquire samples from hard rock ond 
distribute thorn to the goochemical instruments above. 

338 JPL SPACE PROGRAMS SUMMARY 37-51, VOL. 111 



portable instrument called a proton procession magnetom- 
eter at a fraction of the time and at perhaps greater 
accuracy. Space age technology has similarly affected 
seismic, electrical, radioactive, and gravity instruments 
and their. application. 

Although new technology has affected geophysical 
instrument design and its application, particularly in the 
sense that it makes the roving vehicle traverse geophysics 
mission feasible, classical geophysical experiments in 
inegnetism, gravity, and seismic prospecting appear to 
be most practical for the early traverse missions, as their 
data are more understood and interpretable in terms of 
terrestrial analogs. An imaging system and laser ranging 
experiment should also be a part of the minimum science 
package for the traverse geophysics task. 

The imaging system as previously described would be 
suitable for the traverse geophysics task. This instrument 
would serve as the eyes of the rover for navigation, 
guidance, and positioning and, in addition, support the 
geophysical experiments by providing eyeball type geo- 
logical information at each measurement site. 

It has been suggested that the present absence of a 
strong internal magnetic field for the moon may reduce 
the effectiveness of standard magnetic surveying tech- 
niques for understanding deep structural features; how- 
ever, the absence of this field may now enhance the 
detection of remnant magnetism that could have con- 
siderable cosmogonic significance. Also, because the dif- 
ference in measured susceptibility between acid and 
basic rocks, between nickel-iron meteorites and silicate 
rocks, and even between chondrites and silicate rocks is 
large, it is probable that they have become polarized by 
external fields, relic lunar field, or flowage. Therefore, 
magnetic survey techniques may prove to be a valuable 
tool for mapping contacts, providing criteria for dis- 
tinguishing impact and volcanic features, and, in gen- 
eral, providing new data on the structure and processes 
of the lunar surface. 

The traverse operation will require a three-component 
orthogonal magnetometer of the flux-gate, proton pro- 
cession, or optical pumping type. The last two types are 
favored because they provide absolute magnitude data. 
It is desirable that the magnetometer operate continu- 
ously; i.e., operate both during station stops and while 
the rover is in traverse 4n accuracy of 5 y is desirable. 
This suggests that the magnetometer sensor must be 
compensated for both perm and induced magnetic inter- 
ference from the roving vehicle, or else removed from 

its vicinity during measurements. A base control for 
monitoring external fluctuations and changes in the lunar 
magnetic field is required. This could be provided by 
Apollo lunar surface experiments package (ALSEP) sci- 
ence or an emplaced science station (ESS) package 
containing a magnetometer. The base control station 
should be located in the s w e y  or traverse area, but a 
separation up to 500 krn could be tolerated. 

The surface gravity of the moon is only one-sixth that 
of the earth; therefore, gravity anomalies on the moon 
resulting from a density contract in lunar material will 
comprise a larger part of the total-field measurement 
than similar measurements on earth. Lunar gravity anom- 
alies may be caused by local near-surface density con- 
tracts in rock units, ss between the regolith and basement 
rocks, or perhaps by regional isastatic phenomena where 
the moon's crust is out of isostatic equi1ibliur.l because 
of anr;-nt frozen tidal effects or crustal overloading by 
ejecta trom large meteor impacts. The Carpathians and 
Apennines are possible examples of crustal overloading 
from the Imbrium impact event. Surface gravity data 
from profiles across virtually all lunar structures and 
contacts are desirable as these data may be critical tci an 
understanding of the origin and evolution of these fea- 
tures and even the moon itself. 

The best gravity instrument for the traverse task is 
probably a conventional spring-mass gravimeter in con- 
trast to a torsion balance or pendulum. The state-of-the- 
art in design of these instruments is highly advanced. 
Terrestrial gravimeters are required to detect changes in 
gravity of the order of i part/107 The lunar instrument, 
because of the lower gravity on the moon and t5e result- 
ing higher ratio between anomaly and total giavity, 
should be calibrated to detect changes of the order of 
1 part/106 over a dynamic change of 500 mgals. Con- 
siderable care in instrument design to control long term 
temperature and mechanical drift will be required, since 
it is unlikely that the vehicle on a traverse mission can 
be returned to a previous station to measure instrument 
drift. 

It will be necessary to make both free-air and Bouguer 
corrections to the gravity observations. These corrections, 
if not observed, could mask regional trends and even 
local anomalies. An integrating tiltmeter, suppl~mented 
with data from base map and imaging system, can pro- 
vide the information for this correction. A terrain cor- 
rection may be needed locally; a tidal correction to 
account for differential alignment between the sun, earth, 
and moon will also be required. 
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The active seismic experiment, as defined here, can 
be considered a :hallow exploration technique for probing 
the uppermost : ilometer of the moon, and designed to 
measure the depth of the lunar regolith and its elastic 
and phyical properties, seismic wave velocities, and rock 
contacts, and, in general, to provide subsurface data on 
the moon's structure and stratification. Both refraction 
and reflection techniques can be useful, for one phe- 
nomenon rarely occurs without the other. The geological 
picture that is emerging for the lunar surface suggests 
a low density regolith overlying a denser unchurned base- 
ment. The study of this may present an ideal problem 
for the seismograph. 

The experiment consists of a seismometer which can 
be deployed to the lunar surface under the rcver, an 
auger for shot-hole preparation, and approximately 100 
charges weighing 0.25 lb each for providing a seismic 
energy source. The charges would be activated sep- 
arately by radio command from the rover. In terrestrial 
seismic prospecting, where mobility and backtracking 
are not problems, the normal prccedure is to use one 
shot point in conjunction with six or so detector- 
seismometers. Energy arrival times for each detector 
from the one source are plotted as a function of time and 
distance to portray refraction, reflection, and subsurface 
structure. On the moon, where backtracking and locating 
emplaced detector-seismometers cc~lld be difficult, a 
suggested procedure is to emplace a series of, say, five 
charges on a rover traverse and then, from a selected 
position with the seismometer on, each charge would be 
remotely detonated in turn. A few seconds recovery time 
must be allowed between detonations to avoid record 
wipe-out of subsequent events by the first. A shot-point 
spread of about 50 ft would be used at first to carefully 
define the average velocity in the regolith, or for pre- 
cision probing for a suspected contact or structure; how- 
ever, opzrating procedures would evolve through 
experience. Once the velocity function has been deter- 
mined for the regolith or a particuial marker bed, its 
depth at the other locations and during the traverse 
could possibly be determined from one shot point and 
the reflection record. Time anomalies between the rego- 
lith and basement rocks could be very high, but between 
the ejecta blanket from one event and underlying ash, 
or say earlier ejecta, the time anomalies might be small. 
Therefore, timing accuracy should be controlled to at 
least 0.005 s and shot-point distance measured to 2%. 

Instrument design for the seismometer and radio- 
controlled charge are not problems; however, a design 
for the auger and a technique for charge emplacement 
need further study. 

The laser ranging experiment on the traverse mission 
would define a series of fixed points over the lunar surface. 
This type of information has a direct application to 
problems in selenodesy, lunar mapping, and celestial 
mechanics, and, in addition, the experiment will provide 
information to assist in the free-air and Bouguer cor- 
rections for the gravity experiment. The definition of a 
geodetic arc for various radii of the moon will define the 
size and shape of the moon and locate frozen tidal effects. 
The equipment for the laser experiment would consist of 
a transmitter at an appropriate terrestrial observatory 
and a reflecting antenna and its points and orienting 
mechanism on the rover. 

Table 3 presents a typical science payload for an auto- 
mated rover designed for the traverse geophysics task. 

d. Special tauks. In addition to the tasks that have 
already been discussed, there are several others that can 
be logically programmed and considered feasible for an 
automated roving vehicle. 

Instrument deployment. Therr: are areas on the moon 
that are too rough, or inaccessible, for landing vehicles. 
It may be desirable to place scientific instrumentation 
there as part of an ALSEP or ESS net. 

Deep seismic. A rover in conjunction with a fixed 
seismic station, as could be provided by ALSEP or ESS, 
presents a technique for long pro6ling and deep seismic 
probing. The rover, equipped with an auger for shot-hole 
preparation and a large number of charges, would 
seismic-profile out from the fixed seismic station to the 
limit of reception and then make additional profiles in 
and out from the station as dictated by the structure 
under investigation or by technology. The individual 
charges would be detonated by radio command from 
rover. The size of the charge will be a function of the 
seismic noise on the moon, the elastic properties of the 
regolith and deeper rock layers, and also the depth of 
thc shot point. 

Exploration. The rover as considered here would be 
instrumented to explore for strategic materials in the 
lunar crust. Such an operation would, of course, be 
carried out in close cooperation with other types of lunar 
missions. The particular exploration task will determine 
the best scientific payload for each mission. Water search 
is an example of this type of mission, where the rover 
would be sent into a promising area selected from 
physiographic and sound geological principles. This type 
of operation may well be very demanding of the rover 

IPL SPACE PROGRAMS SUMMARY 37-51, VOL. 111 



Table 3. Science instruments for traverse 
geophysics rover 

Imaging system 

(8 Ib; 2 W) 

Thls instrument would provide imager for guidance, navigation, and 
positioning of rover and, in addition, i t  would support the gwphydcal 
experimenta by providing eyeball type geological information at each 
measurement site. Sterw, color, and system reaalution to at least 0.5 mm 

is desirable. 

Magnetomehr 

(6 Ib; I W) 

This instrument on the rover would provide a profile of the magnetic 
intensity over various types of lunar structures and featurer Instrument 
should have an inherent accuracy of f 5 y. External control by ALSEP 
or other station magnetometer needed. 

h v i m e h r  
( I 5  lb; 2 W) 

This experiment will provide information on density differences and the 

iaastatic equilibrium of the moon. Will be operated in a profile mode 
at fixed station* Station separation will be determined from shuctural 

considerr;tions and operating experience. 

klsmomohr 
(40 Ib; I W) 

This experiment will determine the depth of the lunar regolith and its 
elastic and phydcol properties, seiamic wave velocities, and rock contacts, 
and, in general, provide wbwrface data on the moon's structure and 
stratification. At least 100 separate seiamic events are programmed in 

0.25-lb charger Timing accuracy to 0.005 s ond hot-point distance 

rneaaurement to 2% are required. 

Augor 
( 1 0  Ib; 5 W) - 

Will prepare a 12-in-deep, 3-in.-diam hole for h e  seiamic charger 

lam and mdlo ronging expodmen4 
110 Ib; 2 Wl 

The objective of this experiment is b detarn~ine the location and altitude 
of a roving vehicle gravity site by both a iaur  ranging instrument and 

mobility system, since rough surface operation on 
volcanic, rille, certain types of ejecta blanket, and other 
terrains will be required. 

Site certijication. Later Apollo missions, landing in 
potentially hazardous regions, may call for advanced 
certification of sites, or survey information may be needed 
on a potential site for a lunar base or observatory. .4 
properly instrumented rover could provide these data 

extending over a much greater area than is possible with 
fixed-point vehicles, such as Suroeyor, with higher 
resolution viewing than can be reilsonably accomplished 
by orbiters, and with the main advantage of many tactile 
measurements over the entire area of the landing site. 

Science missions. Included in this category would be 
tasks in which rover moved a base'liuc for ranging or 
geodetic measurements, providc .l a platform for scien- 
tific study of lunar degassing at points of observed 
emanating gases, conducted variable baseline electro- 
magnetic studies, or provided an automated technique 
for shailow drilling and down-hole in situ geophysics 
including heat flow studies. The list of possibilities is 
obviously quite large. 

4. Conclusions 

The automated lunar roving vehicle presr- 's a versatile 
technique with wide scientific utility for a program of 
lunar exploration. Some of the scientific tasks that must 
be done on the moon are unique to the rover capability; 
i.e., unique in the sense that a rover presents not only the 
most practical way to do the tasks, but perhaps presents 
the only way they will be likely to get done in the 
foreseeable future. 

With the exception of the instrument deployment task, 
where the rover may be required to deliver an ALSEP 
or an ESS package, or perhaps in the deep seismic 
probing task where heavy seismic-source charges could 
be desirable, the total weight of the science subsystem is 
less than 100 Ib. 
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